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Abstract

In smart cities, the mobility of vehicles can be utilized to collect data produced by

connected objects in the environment. In the convergence between the Vehicle-to-

Everything (V2X) communications and the Intelligent Transport Systems (ITS) vision,

several ITS infrastructures will be available to assist in the data delivery to the central

server. With the unique data collection environment in place, a routing protocol needs

to be developed to utilize all the components e�ciently. In this thesis, our main research

question focus on whether a simple and e�cient Vehicular Delay Tolerant Networks

(VDTN) routing protocol for delay-tolerant applications can be designed and achieves

high performance with the ease of adoption and standardization in mind.

Accordingly, we first analyze the networking performances of some baseline VDTN

routing protocols to learn their strengths, weaknesses and identify gaps that can be

refined. Then, consecutively, we present and evaluate a simple and e�cient hierarchical

VDTN routing protocol named Data Collection for Low Energy Devices (DC4LED) and

compare its performances to the benchmark routing protocols. The evaluation shows

comparable performances of the DC4LED to the Epidemic routing protocol, as the

upper benchmark, in its probability of data delivery and average latency. Moreover,

the DC4LED displays a critical advantage in maintaining a low network overhead

over an increasing number of vehicles in the network, highlighting its e�ciency and

implementation scalability.

Furthermore, we evaluate a solution for the lack of connections between the con-

nected objects and vehicles by testing two communication technologies, the ZigBee

and ITS-G5, combined with our DC4LED routing protocol to deliver larger-size data

or images. Results show that the routing protocol can maintain high performance.

Meanwhile, the ITS-G5, with its higher data rate and longer communication range,

performs better for collecting such data or images.

Lastly, based on combined knowledge from previous evaluations, we propose and

test the extended DC4LED routing protocol, which adopts the limited multi-copy for-

warding strategy for a denser data collection network in a smart city. The extension

also allows data transfer between certain types of vehicles with a similar hierarchical

level, proving crucial in reducing the delivery latency further as the vehicular network

grows.

Our overall results show the high performances of our proposed simple and e�cient

strategy for delay-tolerant data collection in smart cities. It also indicates that the

complexity of existing VDTN routing protocols is not necessary for the envisioned

services.
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1.1 Motivation

Innovative applications for smart cities have been gaining momentum catapulted by the

rise of the Internet of Things (IoT) [1, 2]. Meanwhile, the total number of Internet-of-

Things (IoT) devices is projected to reach 75.44 billions worldwide by 2025, a five-fold

increase in ten years [3]. Consequently, the total estimated data volume in the same

period will reach 79.4 zettabytes (ZB) [4], where a zettabyte is a unit equal to one

trillion gigabytes. The trend opens opportunities and also introduces new technical

challenges.

Some examples of these novel applications, among others, are smart parking finder,

situational viewing, detection of a crowded area, tra�c jam detection, snow build-up

detection, weather check and emergencies, information for tourists, and smart metering.

These applications will need a data collection mechanism, where typical ways to col-

lect data are by utilizing cellular networks and dedicated networks such as Low-Power

Wide Area Networks (LPWAN). But with the exponential increase in the number of

connected-objects in the network, those solutions might neither be su�cient nor e�-

cient to handle the enormous amount of data, where the bandwidth limitation and the

cost of subscription might be the limiting factors. Therefore, alternative means to of-

fload some portions of data for specific applications will become increasingly necessary.
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Simultaneously, in the landscape of vehicular technology, the capability of vehicles

to communicate with each other (V2V) as well as to connected-objects in their sur-

roundings (V2X) is becoming a norm with the support of the Cooperative Intelligent

Transport System (C-ITS) infrastructures [5]. Vehicles will also have the capability

to connect to the Internet with current and future radio access networks. The regu-

latory bodies in Europe and the US will soon make such communications capability

compulsory for vehicles to support the safety-related applications [6]. This exciting

new development will pave the way for vehicles to participate actively in the Internet-

of-Everything (IoE) ecosystems.

In this thesis, we envision the utilization of vehicular communications for data

collections from stationary connected-objects in smart cities’ environment. For a low

number of these ‘things’ in the city or an area, the dedicated networks can typically

be utilized to collect data. But as the number of connected-objects increases, the

utilization of such networks and technologies will become impractical and costly for

some applications. Vehicular networks can be a complementary solution to collect

some of the delay-tolerant data. Provided that su�cient vehicles are equipped with the

necessary technologies, they can be utilized for data collection from their surroundings.

Notably, if connected-objects are installed in fixed locations to gather geo-tagged data,

and nearby moving vehicles can collect and forward the data to its destinations.

Figure 1.1 – The VDTN-Based Data Collection Scheme for Smart Cities

However, the data collection from stationary connected-objects utilizing vehicular

networks is faced with the main challenge of the intermittent connection between vehi-

cles as they move. Therefore, the store-carry-forward mechanism for delivering data to
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the destination needs to be deployed. The strategy is already in place with a networking

concept named Delay Tolerant Networks (DTN). The extension of the DTN strategy

to vehicular networks leads to the emergence of Vehicular Delay Tolerant Networks

(VDTN), in which its routing strategy is the focus of this thesis.

1.2 Problem Statement and Research Contributions

This section starts with an overview of the problem statement, a description of each

challenge, and details on this thesis’s research contributions. With the VDTN routing

strategy as the focus of this thesis, our main research questions focus on whether a

simple and e�cient routing protocol can be designed while achieving high Key Perfor-

mance Indicators (KPIs) values. We start by investigating the networking performances

of four baseline VDTN routing protocols for data collection in smart cities. The study

provides a better understanding of their diversity in the forwarding strategies, their

strengths and weaknesses, and their e�ects on the KPIs. Following those findings,

we propose a simple and e�cient (i.e., lightweight) routing protocol that recognizes

the advantage of having multiple kinds of vehicles available in smart cities, with their

varying mobility profiles. We compare its performances with the baseline routing pro-

tocols and highlight some key findings that need to be addressed further. We progress

by evaluating its performance when the network needs to cope with larger data sizes,

such as images. Two relevant link technologies are compared for communications be-

tween connected-objects and vehicles, where contrasting results are presented. Lastly,

we extend our proposed routing protocol to incorporate a multi-copy data forwarding

strategy, and we evaluate its performances in a dense data collection network scenario

in a smart city. We detail these contributions in the following subsections.

1.2.1 The Performance Comparison of Baseline VDTN Routing Pro-
tocols

Before designing the VDTN-based data collection scheme for smart cities, as depicted

in Figure 1.1, we need to recognize and analyze the specific nature of the mechanism

utilized in some baseline VDTN routing protocols as the benchmark. Firstly, we note

that, in alignment with the cooperative ITS vision, there will be an increasing number

of ITS infrastructures available in the future to assist in the exchange of data within

the networks. One type of crucial infrastructure is the Road Side Unit (RSU) or Access

Point (AP). Such units will be installed throughout the city, and they can function as

a Point-of-Presence (PoP) for accessing the Internet and forwarding data from vehicles

to the core network. RSU units will be available in numbers and can be strategically

placed, such as at tra�c lights, road intersections, bus stops, and road lighting posts.

Therefore, there will be several locations in the city where vehicles can o�oad the data

they carry from sensors instead of having only one specific destination. However, this

would need an e�cient data routing approach. Secondly, we noted a requirement that

the data routing mechanism should be as simple as possible for ease of adoption and

standardization.
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Challenge: The Baseline VDTN routing protocols are very diverse in their ap-

proaches to store, carry, and forward data from sources to their destinations. In the

first study, we identified two main characteristics where existing methods can be di�er-

entiated: the number of data duplication (copies) involved and the number of parameters

that need to be considered and estimated for the forwarding decision. Depending on how

complex these parameters are, it can impact the ease of adoption and standardization

of these protocols. Thus, the first research questions that need to be addressed are as

follows: which routing strategy is more suitable, in terms of networking performance,

for a VDTN-based data collection scheme in smart cities? What are the trade-o�s

between those approaches and their e�ect on the KPIs?

Contribution: As the first contribution of this thesis, we set up simulation scenarios

for vehicle-based data collection in a smart city, imitating its existing road networks.

We incorporate two types of vehicles with di�erent and specific mobility patterns: cars

and buses. We then compare four baseline VDTN routing protocols in terms of their

networking Key Performance Indicators (KPI): the data delivery probability, the av-

erage latency, and the overhead ratio. Evaluations of the simulation results are then

conducted to recognize the strengths and weaknesses of the baseline VDTN routing pro-

tocols. The assessment highlighted that baseline routing protocols with a single-copy

strategy produced comparable delivery probability to the multi-copy routing proto-

cols in sparse vehicular networks. However, as the vehicular networks became denser,

the two multi-copy routing protocols showed their advantages. The evaluation also

emphasized a crucial trade-o� in the overhead ratio between the single-copy and the

multi-copy routing strategies. As the multi-copy approaches gain an advantage in their

delivery probability, they produced a higher Overhead Ratio. Lastly, we also identified

some research gaps that can be refined.

1.2.2 A Lightweight Hierarchical VDTN Routing Protocol for Data
Collection in Smart Cities

In designing VDTN routing protocols, considering that the network may need to cope

with the exponential growth of connected-objects in the future, the network overhead

ratio is one of the main parameters which needs to be kept low. The overhead ratio

is the ratio of the total number of transmitted data in the entire network compared

with the total number of delivered data. It defines the excess relaying that takes place

for a successful data delivery to the receiver. The parameter was also referred to as

the Network Overhead Ratio because it directly a�ects the network’s resource usage,

such as energy consumption for processing and communications, as well as bandwidth

allocation. Therefore, a low Network Overhead Ratio is a vital characteristic of an

e�cient and scalable data collection system.

From the first research contribution described previously, we identified that the

Direct Delivery Routing, having a single-copy approach and a single parameter for its

forwarding decision, can achieve a good data delivery probability with a low overhead

ratio. On the other hand, we found a particular downside to the existing multiple-

copies strategies: they su�er from a high and increasing overhead ratio, even though

they can reach a high probability of data delivery.
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We also found another gap during previous evaluations: the First Contact rout-

ing protocol does not consider di�erent types of vehicles, with their specific mobility

patterns circulating the smart cities. Contrary to cars with random mobility patterns,

buses commonly have a predetermined schedule with their particular routes and stops.

We recognized that with the strategic placement of several PoPs in the city, such as

along the bus routes, an algorithm could be designed to ensure that the data will

be preferentially forwarded to certain types of vehicles that have more predetermined

mobility patterns.

In this part of our research, we aim to develop a simple forwarding protocol, with

ease of adoption and standardization in mind, instead of more complex forwarding

mechanisms which might require access to GPS, social-networking analysis, machine

learning, etc.

Challenge: We need to design an algorithm that fits the requirement for data col-

lection in smart city settings. It needs to consider the potential of various kinds of

vehicles in the city with their specific mobility patterns. The mechanism also needs to

be simple and frugal for ease of adoption and standardization. At the same time, it

should have good performances in terms of data delivery probability, average latency,

and overhead ratio.

Contribution: To address this challenge, we design and evaluate DC4LED: a simple

and e�cient hierarchical VDTN routing protocol for data collection in smart cities. It

shows good performances when compared to some baseline routing protocols. We

compare their performances with the increasing number of vehicles in the city, where

trends for the data delivery probability, average latency, and overhead ratio can be

observed. Results show that the DC4LED routing protocol excels in terms of its data

delivery probability and scalability for implementation since it generates a low network

overhead even with the increasing number of vehicles in the network.

1.2.3 The Performance of The VDTN Data Collection for Larger-Size
Data or Images

Previously, we proposed and tested the DC4LED routing protocol for small-size envi-

ronmental data collection in a smart city. We identified that the lack of connection

between connected-objects and vehicles in cities significantly impeded the performance

of the data collection system. Moreover, some applications also need to transfer larger-

size data or images, which require communication technology with a higher data rate.

One such application is the city’s situational viewing and surveillance, where sensor

cameras throughout the city take pictures to be delivered to the central server for direct

viewing or further processing.

In this part of our work, we utilized the DC4LED routing protocol to deliver larger-

size data such as images. We also added another communication technology, the ITS-

G5, alongside the previously implemented ZigBee to alleviate the lack of connections

between the sensor cameras and the vehicles.

Challenge: How to overcome the lack of connection between connected-objects and

vehicles in the vehicle-based data collection for smart cities scenario? Can our proposal,

the DC4LED routing protocol, produce good performances for data collection systems

for larger-size data such as images?
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Contribution: We tested the utilization of our DC4LED routing protocol and two

link technologies, ZigBee and ITS-G5, to connect the sensor cameras and vehicles in

our simulations. With their contrasting data rates and communications ranges, these

technologies were used to forward data with varied sizes: from low-resolution to high-

resolution images. Hence, we assume the sensor cameras will have su�cient battery

power for the application in mind.

The study highlighted the trade-o� between data sizes, communications ranges,

probability of data delivery, and average latency. It showed that the deployment of

ITS-G5 technology, with its longer communication range, significantly increased the

number of connections to connected-objects. We also showed that the DC4LED routing

protocol, combined with the ITS-G5 link technology, provided good performances for

the data collection, even for higher resolution images with larger data sizes.

1.2.4 Multi-Copy Hierarchical VDTN Routing Protocol for Dense
Data Collection Networks in Smart Cities

In the preceding work, we have shown that the DC4LED routing protocol, with its

single-copy hierarchical forwarding strategy, produces good performances compared to

the existing baseline routing protocols. However, we also discover the potential of

the limited multi-copy approach, such as the Spray & Wait routing protocol, which

allows a more diverse data forwarding path to reduce delivery time. Furthermore, both

the single-copy and multi-copy strategies also need to be evaluated in a denser data

collection networks scenario.

Challenge: How can the performance of the DC4LED routing protocol be refined

further as the number of connected-objects grows and the vehicular network becomes

denser? How can increases in the data forwarding path be utilized to shorten the data

delivery latency?

Contribution: We present an extension to our proposed hierarchical VDTN routing

protocol by incorporating a multi-copy data forwarding strategy. We then evaluate its

performance in a denser data collection network in a smart city. Our results show that

the hierarchical multi-copy routing strategy can reduce the data delivery latency by

utilizing more diverse forwarding paths in the vehicular network while maintaining low

overheads. The strategy to allow the same hierarchy data forwarding between types

of mobility that are high in numbers, such as for cars and taxis, proves significant for

reducing latency. Furthermore, we highlight the performances of the data collection

scheme in each stage of the data delivery and discuss solutions for its improvement.

1.3 List of Publications

Here are the list of our published works presented in several international conferences

and a workshop.

1. “CityView: A Vehicle Based Image and Data Collection for Smart Cities,”

by Ngurah Indra Er, Kamal Singh, and Jean-Marie Bonnin, in the 2019 IEEE

International Conference on Wireless and Mobile Computing, Networking and

Communications (WiMob), October 2019, Barcelona, Spain.
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2. “DC4LED: A Hierarchical VDTN Routing for Data Collection in Smart Cities,”

by Ngurah Indra Er, Kamal Singh, and Jean-Marie Bonnin, in the 2019 IEEE

Annual Consumer Communications Networking Conference (CCNC), January

2019, Las Vegas - Nevada, United States.

3. “Contact Strategy for VDTN Data Collection in Smart Cities,”

by Ngurah Indra Er, Kamal Singh, and Jean-Marie Bonnin, in the 2018 Inter-

national Conference on Smart-Green Technology in Electrical and Information

Systems (ICSGTEIS), October 2018, Kuta - Bali, Indonesia.

4. “On the Performance of VDTN Routing Protocols with V2X Communications

for Data Delivery in Smart Cities,”by Ngurah Indra Er, Kamal Singh, and Jean-

Marie Bonnin, in the 2017 International Workshop on Smart Sensing Systems

(IWSSS), August 2017, Oulu, Finland.

1.4 Organization of The Thesis

The remainder of this thesis is organized as follows. In Chapter 2, we present the

necessary background of data collection in smart cities, from the point of view of ITS

deployment. Chapter 3 presents the scientific state-of-the-art on routing protocols

and delay-tolerant networks simulation. In Chapter 4, we present our study on the

performance comparison of the baseline VDTN routing protocols. Chapter 5 presents

our DC4LED routing protocol and discusses its performance for the data collection in

a smart city. In Chapter 6, we present our works on the data collection for bigger data

sizes, utilizing VDTN with our DC4LED routing protocol in a smart city. In Chapter

7, we evaluate our multi-copy strategy extension to the hierarchical VDTN routing

protocol in a denser sensors and vehicular networks. Lastly, in Chapter 8, we present

conclusions and discuss future works.
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2.1 Introduction

In the early 21st century, Wireless Sensor Networks (WSNs) have become an established

data collection technology for many applications. They range from event detection ap-

plications such as intrusions, fire, flood, and emergencies, to monitoring applications,

such as precision agriculture, pollution prevention, and structures and buildings condi-

tion. Some target tracking applications, such as surveillance, also utilize WSN technol-

ogy [7]. WSNs can be specified as networks of spatially distributed tiny devices called

sensor nodes, which work cooperatively to communicate information collected from the

monitored area through wireless links [2]. Data collected by these di�erent nodes are

sent to a sink for local usage or relayed to other networks, such as the Internet, through

a gateway. Data collected by these di�erent nodes are sent to a sink for local use or

forwarded to other networks, such as the Internet, through a gateway. Subsequently,

this has given rise to the era of the Internet of Things (IoT). The challenges for IoT

in smart cities [8] are summarized in Figure 2.1 which also highlights research areas

where our works aim to contribute.

The traditional assumption for achieving multi-hop communications between the

source to the sink is that the network needs to be su�ciently dense. But as various
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Figure 2.1 – Challenges for IoT in Smart Cities

concepts in networking emerge, such as Mobile Adhoc Networks (MANETs) [9], and

Delay-Tolerant Networks (DTNs) [10], mobility has also been incorporated to WSNs.

These mobile nodes can then be utilized for the following purposes: to gather data di-

rectly from the environment, to collect data from nearby stationary connected-objects,

or both. With the utilization of mobile nodes, the constraints on network connectivity

can be relaxed. Therefore, the data collection system could work in both sparse and

dense networks. Our primary focus in this thesis is on the scenario where vehicles can

function as intermediate nodes to collect data from stationary connected-objects and

opportunistically forward them until the data reaches its destination.

This chapter describes the current technologies that enable data collection from the

environment, the standardization of the ITS, the V2X types of communications and

applications, the early concept and current trend of utilizing vehicles for data collection,

and some implementations of the vehicle-based data collections in smart cities.
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2.2 Traditional Wireless Networking Technologies for The
IoT

Although the Internet-of-Things (IoT) paradigm does not limit the kind of technology

utilized to connect the end devices to the Internet, yet, many IoT applications and

services can only function by deploying wireless communications [11]. For this purpose,

the previous trend utilizes either cellular-based or multi-hop short-range technologies,

i.e., Wireless Personal Area Network (WPAN). The current emerging trend is the

deployment of the Low Power Wide Area Networks (LPWAN) with technologies such as

NB-IoT, LoRaWAN, and Sigfox [12]. While increasingly, the Vehicular-to-Everything

(V2X) communications also gain traction for its utilization in data collection for IoT in

the context of smart cities [13, 14]. In the following, we briefly describe each technology.

Table 2.1 – The Technical Specifications of WPAN Technologies

Bluetooth Low Energy (BLE) v.5 ZigBee
Frequency Unlicensed ISM band at 2.4 GHz Unlicensed ISM band at 2.4 GHz,

optionally at 915 MHz or 868
MHz

Modulation GFSK O-QPSK/BPSK/BPSK
Channel
Bandwidth

2 MHz 2 MHz

Maximum Data
Rate

2 Mbps 250/40/20 kbps

Network
Topology

Star-bus, Mesh Mesh

Communications
Range

up to 400 m up to 100 m

Message Sizes 255 bytes (maximum) 127 bytes (maximum)

2.2.1 WPAN Technologies

In the WPAN multi-hop short-range technologies, the connected-objects typically run

specifically designed and dedicated protocol stacks to cope with their constraints [11].

Furthermore, at least one such device must be connected to the IP network, acting as

a gateway for the other nodes. Hence, the architecture is distributed and connected to

the IP network via gateways, while many sub-nets may operate on di�erent connectiv-

ity protocols. Following a distributed service layer, the applications and services are

deployed on top of this connectivity level. The applications may run either locally, in

the sub-net, or using cloud computing services (particularly in the smart city scenario).

Two of the most widely used WPAN technologies for IoT applications are Bluetooth

and ZigBee. Both technologies are described in the following, while a summary of their

specifications can be seen in Table 2.1 [15, 16, 17].

2.2.1.1 Bluetooth Low Energy (BLE)

Bluetooth is a technology that was developed more than 20 years ago [16]. It is used

for wireless data transmission allowing two or more devices to interconnect. The latest

core specification of this technology is the Bluetooth version 5.2 released in the end
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of 2019 [18], which also includes the specification of BLE for low energy applications.

BLE is optimized for short burst data transmissions, contrary to classical Bluetooth,

which is optimized for continuous data streaming. Currently, this technology is one of

the key enablers of the IoT [19].

BLE mesh networking was adopted in 2017 to enable the networking of large-scale

IoT devices, and support many-to-many device communications [20]. Some works that

investigated the use of classical Bluetooth for communications in mobile environment

[21, 22] pointed the connection setup time of approximately 2 seconds. Therefore,

the slow connection setup is more suitable for communications between slow-moving

mobile nodes [23]. Furthermore, BLE was originally not developed for applications

in the vehicular network. Nevertheless, researchers in [24] suggested that vehicles can

form a piconet by utilizing o�-the-shelf smartphones attached to the vehicles’ dash-

board. Their experiments concluded that a robust connection between two cars could

be achieved up to a range of 50 m. It suggested that the technology might be fitted to

the challenge of high mobility communications.

2.2.1.2 ZigBee

ZigBee is a short-range wireless technology for WPAN built on top of the IEEE 802.15.4

PHY and MAC layer [17]. Currently, ZigBee has been utilized for a wide variety of

IoT applications, including industrial monitoring, home automation, and health and

elderly population care [25, 26, 27, 28]. It is a low-power technology similar to BLE

that also operates in the unlicensed bands, i.e., mainly at 2.4 GHz and optionally at

868 MHz or 915 MHz. Its default operation mode at 2.4 GHz uses 16 channels, each

with a 2 MHz bandwidth. The communication range between devices varies from a

few meters up to 100 meters depending on the propagation environments [29]. ZigBee

supports star and peer-to-peer topologies for connecting devices, and three types of

devices are defined: coordinator, router, and end device. The coordinator and router

are typically mains-powered, while batteries can power the end device.

The coordinators have the most complex functions in ZigBee: they coordinate the

networking process and act as a bridge to connect to another network. The routers

task are to form a network for packet exchanges. Finally, the end devices have a logical

connection to the coordinator or routers, and they cannot directly communicate with

each other. To form a large-scale IoT network, ZigBee can be organized in a generic

mesh topology where clusters of devices with a local coordinator can be linked to a

global coordinator via multi-hop communications [30, 31].

One crucial advantage of ZigBee implementation in the highly mobile environment

is its fast connection setup time, known as the new slave enumeration in their specifica-

tion, of around 30 ms [32]. In [23], the authors concluded that ZigBee could be deployed

in a high relative speed condition between two mobile nodes. Furthermore, the ZigBee

Pro, specified a year later than the first ZigBee version, was designed to support more

than a thousand devices that consume less energy [33]. It introduced innovations such

as the Green Power to support energy harvesting devices, thus eliminating reliance on

external power supplies.

11



2.2.2 LPWAN Technologies

In contrast to the WPAN technologies, the Low Power Wide Area Networks (LPWAN)

adopt the long range transmission capability while also aim to maintain the low energy

consumption. It provides long range communication of up to 10–40 km in rural areas

and 1–5 km in urban areas [11]. Di�erent LPWAN technologies operate in either the

licensed or the unlicensed frequency band. Among them, NB-IoT, LoRaWAN, and

Sigfox are the current leading technologies that vary in their technical specifications.

Table 2.2 shows their specifications comparison [34, 12], while Table 2.3 illustrates

their implementation cost di�erences [12]. In the following, we elaborate more on these

technologies.

Table 2.2 – The Technical Specifications of LPWAN Technologies

NB-IoT LoRaWAN Sigfox
Modulation Quarternary Phase

Shift Keying (QPSK)
Chirp Spread
Spectrum (CSS)

Binary Phase Shift
Keying (BPSK)

Frequency Licensed LTE
frequency

Unlicensed ISM bands
(868 MHz in Europe,
915 MHz in North
America, and 433 MHz
in Asia)

Unlicensed ISM bands
(868 MHz in Europe,
915 MHz in North
America, and 433 MHz
in Asia)

Bandwidth 200 kHz 250 kHz and 125 kHz 100 kHz
Maximum Data
Rate

200 kbps 50 kbps 100 bps

Bidirectionality Yes / Half-duplex Yes / Half-duplex Limited / Half-duplex
Communications
Range

1 km (urban), 10 km
(rural)

5 km (urban), 20 km
(rural)

10 km (urban), 40 km
(rural)

Allow Private
Network

No Yes No

2.2.2.1 NB-IoT

The Narrow Band-Internet of Things (NB-IoT) is an IoT technology set up by 3GPP

as a part of Release 13. Although it is integrated into the LTE standard, it can be

regarded as a new air interface [35, 36]. The NB-IoT is designed to be simple for

device costs reduction and minimum battery consumption. Therefore, it is considered

a strip-down version of LTE, removing the handover capability, the channel quality

monitoring, the carrier aggregation, and the dual connectivity. However, it still uses

the licensed frequency bands, part of the frequency numbers used in LTE, and employs

QPSK modulation.

NB-IoT deployed in three di�erent operation modes [35]: stand-alone as a dedicated

carrier, in-band within the occupied bandwidth of a wideband LTE carrier, and within

the guard-band of an existing LTE carrier. In stand-alone deployment, NB-IoT can

occupy one GSM channel (200 kHz) while for in-band and guard-band deployment, it

will use one physical resource block (PRB) of LTE (180 kHz). The design targets of

NB-IoT include low-cost devices, high coverage, long device battery life, and support

more than 52K devices per channel per cell.
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Table 2.3 – The Implementation Cost of LPWAN Technologies

Technology Spectrum cost Deployment cost End-device cost

NB-IoT >500 Me/MHz >15000e/base station >20e

LoRaWAN Free >100e/gateway
>1000e/base station

3-5e

Sigfox Free >4000e/base station <2e

2.2.2.2 LoRaWAN

Long Range Wide Area Networks (LoRaWAN) defines the communication protocols

and system architecture that utilize LoRa as its physical layer technology [34]. It

operates in a non-licensed band below 1 GHz for a long-range communication link.

LoRa frequency bands are 868 MHz in Europe, 915 MHz in North America, and 433

MHz in Asia [37]. Depending on the spreading factor and channel bandwidth, the

LoRa can reach data rate of between 300 bps and 50 kbps. Furthermore, messages

transmitted using di�erent spreading factors can be received simultaneously by LoRa

base stations [38].

LoRaWAN uses long range star architecture in which gateways are used to relay the

messages between end devices and a central core network [34]. In a LoRaWAN network,

nodes are not associated with a specific gateway. Instead, data transmitted by a node is

typically received by multiple gateways. Each gateway will forward the received packet

from the end-node to the cloud-based network server via some backhaul (either cellular,

ethernet, satellite, or Wi-Fi). End devices (i.e. sensors and applications) communicate

with one or many gateways through single-hop LoRa communication while all gateways

are connected to the core network server via standard IP connections. The network

server has the required intelligence for filtering the duplicate packets from di�erent

gateways, checking security, sending ACKs to the gateways, and sending the packet

to the specific application server. Because the network can choose the best quality

information among the information transmitted by di�erent gateways, the need of

hand-o� or handover is removed. If a node is mobile or moving there is no handover

needed from gateway to gateway, which is a critical feature to enable asset-tracking

applications, a major target application for vertical IoT. By using mesh network, the

system can increase the communication range and cell size of the network at the expense

of the device battery life.

2.2.2.3 Sigfox

Sigfox is another well-known unlicensed LPWAN solution on the market [39]. It deploys

an ultra narrow-band (UNB) technology with only 100Hz bandwidth for transmission

of very short-payloads. Attributed to the UNB technology, Sigfox enables less power

consumption for devices and supports a wider coverage compared with LoRA at the

cost of a lower data rate [40]. Sigfox was initially introduced to support only uplink

communication, but later it evolved to a bidirectional technology with a significant link

asymmetry [12]. However, the downlink transmission can only be triggered following

an uplink transmission. Furthermore, the uplink message number is constrained to

140 per day [12]. The maximum payload length for each uplink message is 12 bytes.
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Meanwhile, the number of messages over the downlink is limited to four messages per

day, which means that the acknowledgment of every uplink message is not supported.

The maximum payload length for each downlink message is eight bytes. Without the

adequate support of acknowledgments, the uplink communication reliability is ensured

using time and frequency diversity as well as transmission duplication.

Each end-device message is transmitted multiple times (three by default) over dif-

ferent frequency channels. For this purpose, in Europe for example, the band between

868.180 MHz and 868.220 MHz is divided into 400 orthogonal 100 Hz channels (among

them 40 channels are reserved and not used) [41]. As the base stations can receive

messages simultaneously over all channels, the end device can randomly choose a fre-

quency channel to transmit their messages. This simplifies the end device design and

reduces its cost.

Yet, due to some restrictions described above, together with its unopened business

network model, Sigfox has unfortunately shifted academia and industry’s interest to

its competitor LoRaWAN, which is considered more flexible and open [11].

2.3 ITS Standardization and V2X Communications

The Intelligent Transportation Systems (ITS) are advanced applications dedicated to

delivering innovative services related to di�erent modes of transport and tra�c man-

agement, through vehicular communication, to improve road safety, and comfort for

drivers and passengers [42]. In ITS’s vision, vehicles equipped with wireless devices

can collect in-vehicles data, gather it from the environment, and share tra�c and

road safety information with in-range vehicles, roadside units, and other connected

objects. These functionalities are known as the vehicle-to-vehicle (V2V), vehicle-to-

infrastructure (V2I), and some other emerging pairing terms, collectively referred to as

the vehicle-to-everything (V2X) communications [43] which we will discuss a later.

Therefore, V2X is a specific ITS use case dealing with wireless communication and

coordination between vehicles and their environment. At the most fundamental level,

ITS comprise networked systems intended to provide human consumers with safer

and more e�cient transportation-related services [6]. Even though sometimes used

interchangeably with connected cars or V2X, ITS also includes overland road vehicles.

It also encompasses many other vehicular systems, from aviation to rail networks and

maritime transportation. The applications which fall under the ITS’s umbrella are

similarly varied, including wireless communication between vehicles, infrastructure-

based coordination, onboard operational assistance, and simple warning notification

systems.

In response to the ITS vision, various standardization bodies begin to work on

specifications for reliable and secure wireless communications in which worldwide in-

teroperable services can be built [44]. Standardization authorities in Europe and the

US allocated dedicated frequency bands for V2X communication, leading to parallel

standardization e�orts in those regions to accommodate varying V2X scenarios. Con-

sequently, two families of standards were born: the Cooperative Intelligent Transport

Systems (C-ITS) in Europe and the Dedicated Short Range Communication (DSRC) in

the US [45]. Both utilize the Institute of Electrical and Electronics Engineers (IEEE)
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802.11p as the physical and lower-MAC layer standard. Furthermore, in early 2014,

various working groups within the 3rd Generation Partnership Project (3GPP) have

also added V2X to its LTE-Advanced specifications and made it a native feature for

5G. We discuss these ITS standardization and types of vehicular communications in

the following.

2.3.1 ITS Standardization

2.3.1.1 DSRC Standards

In the U.S., the most prominent standardization bodies are the IEEE and the Society of

Automotive Engineers (SAE). The e�orts in the IEEE were carried out by the 802.11

Wireless LAN and the 1609 DSRC working groups, while the SAE has the DSRC

technical committee. The DSRC operates in the 5 GHz frequency band, similar to

the 802.11a, but shifted to the dedicated DSRC channels instead of the regular WiFi

channels. These channels range from 5.825 GHz to 5.925 GHz, commonly referred to

as the 5.9 GHz band, where the spectrum is subdivided into 10 MHz channels.

Figure 2.2 – DSRC Protocol Stack

Based on the DSRC spectrum allocation, IEEE has developed the IEEE 1609 stan-

dard family that specifies protocols on top of the physical transmission (PHY) and

medium access control (MAC) layer of the IEEE 802.11 [45]. The PHY and MAC are

based on the IEEE 802.11a standard and modified to meet the V2X communication

requirements. This combination of IEEE 802.11 and 1609 standards is widely known

as the Wireless Access for Vehicular Environment (WAVE). In addition, on top of the

protocol stack, SAE specified the V2X message sets and related performance require-

ments. Altogether, the WAVE standards, message sets, and performance requirements

make up a consistent set of standards ready for deployment. As shown by Figure 2.2,
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the DSRC Protocol Stack defines various functionalities related to applications, facili-

ties, networking & transport, access technologies, as well as management and security.

The technology, which is mainly devoted to V2V and V2I wireless communications

[46], utilizes the IPv6 to allow Internet connectivity [47]. Moreover, the architecture

presents a management plan and the capability to manage multiple channel operations.

The most crucial change for V2X communication is related to the formation of

the network. Generally, IEEE 802.11 defines the Basic Service Set (BSS), represent-

ing a group of stations in the standard terminology. Various network topologies are

supported by BSS, such as star networks with access points or mesh networks. IEEE

802.11 devices need to be a member of a BSS to exchange messages. Joining a BSS

involves management procedures, such as channel scanning, association, etc. However,

for V2X communications, vehicles in the communication range need to transfer data

immediately, without a prior control information exchange. Therefore, to accommo-

date the need for a faster connection setup, a new mode called Outside the Context of

a BSS (OCB) is specified. The OCB bypasses all standard control procedures in BSS.

Moreover, a station can only apply a single mode at a time, either OCB or in-

frastructure mode, in the case that it can support multi-mode operation. Stations in

OCB mode use the Enhanced Distributed Channel Access (EDCA) for medium access.

The Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is utilized

in EDCA, where the access is contention-based. In CSMA/CA, a device listens to the

channel before starting its transmission. If the channel is occupied, the station delays

its transmission by a random duration of time. In addition, stations di�erentiate and

assign the data to Access Categories (ACs), allowing for data tra�c prioritization.

The Internet protocol (IP) is the default networking protocol for many of today’s

networks. Therefore, it is also deployed in DSRC in combination with the UDP and

TCP transport protocols. However, direct communication among vehicles and between

vehicles and roadside units is needed by many V2X applications. Thus, to accommodate

the need, the IEEE 1609 series of standards are derived. The Wave Short Message

Protocol (WSMP) defined in IEEE 1609.3 is at the protocol stack’s core. It is a single-

hop network protocol with a minimum header of few bytes. WSMP accommodates

messages’ multiplexing based on service IDs to upper-layer protocol entities, therefore

performing the function of the transport protocol.

Furthermore, the IEEE 1609.4 standard defines a management extension to the

MAC for a multi-channel operation to utilize the designated multiple wireless chan-

nels in the 5.9 GHz frequency band. The standard facilitates the e�cient switching

between channels in a DSRC system with one or several wireless transceivers. The

mechanism is achieved by separating channels into control channels (CCH) and service

channels (SCH). Thus, a service provider broadcasts service advertisement messages,

which carry the channel number and other information. The receiver of such a message

can then tune its transceiver to an SCH. One of the channel switching modes defines a

scheme with a single transceiver, where the time is divided into synchronization periods

composed of CCH and SCH intervals. Furthermore, the switching from CCH to SCH

and vice versa happens at the interval boundaries in the transceiver.

The IEEE 1609.2 standard specifies the Security procedures that provide authen-

tication and optional encryption of DSRC messages by utilizing digital signatures and
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certificates. The authentication scheme deploys Certificate of Authority (CA) and Pub-

lic Key Infrastructure (PKI). It also imposes policies for certificate validity, certificate

encryption, and certificate revocation. However, the certificates do not contain infor-

mation about the driver to protect their privacy, even though the CA may link the

certificate to a driver’s identity. Furthermore, a vehicle uses a certificate only for a

limited time and changes it frequently to make tracking e�ort more di�cult.

The SAE standard J2735 defines the Facilities layer, which includes the syntax

and semantics of V2X messages. One of the most pertinent message formats is the

Basic Safety Message (BSM). The periodic message is generated at a maximum rate

of 10 Hz, i.e., every 100 ms. The BSM carries essential information about the sending

vehicle, including position, dynamics, status, and size. In addition, secondary data

elements and frames can be added, even though the BSM is intended to be compact

and e�cient. These additional elements and frames can be inserted in a subset of

the messages optionally, for example, every 2nd message. Furthermore, other message

types are associated with information exchange between vehicles and the infrastructure.

These types of messages are being coordinated with the C-ITS standard described in

the following.

Figure 2.3 – C-ITS Protocol Stack

2.3.1.2 C-ITS Standards

In Europe, the primary standardization e�orts for C-ITS are conducted by the European

Telecommunications Standards Institute (ETSI), with its technical committees on ITS,

and the Comité Européen de Normalisation (CEN), i.e., the European Committee for

Standardization, with their Technical Committees 78. CEN cooperates closely with

ISO’s Technical Committees 204, and they produce joint specifications. Supported by
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a mandate of the European Commission, ETSI and CEN have created a consistent set

of standards for a minimal deployment, taken as the basis for European deployment

[45, 48]. The e�orts are further divided: the communication system and vehicle-to-

vehicle applications are the main focus of ETSI standardization, while CEN produces

the standards for vehicle-to-infrastructure applications. The C-ITS Protocol Stack is

shown in Figure 2.3.

The IEEE 802.11p equivalent in the C-ITS stack covering PHY and MAC is named

ITS-G5, where the last two letters indicate that it operates in the 5 GHz frequency

band. ITS-G5 operates in the 5.9 GHz band, where its spectrum allocation is further

sub-divided into parts A to D. ITS-G5A, which occupies 30 MHz of the spectrum,

is the primary frequency band dedicated to safety and tra�c e�ciency applications.

ITS-G5B is assigned 20 MHz of the spectrum for non-safety applications. ITS-G5C is

shared with the Radio LAN (RLAN) band, another term for Wireless LAN (WLAN).

Lastly, the 15 MHz bandwidth between the 5.905 and 5.925 GHz band is classified as

ITS-G5D and reserved for future ITS standard expansion [49]. The key features of

IEEE-802.11 are also utilized in ITS-G5: At the PHY layer, it applies OFDM with

the same parameter set but with an adapted spectrum mask. ITS-G5 also employs

EDCA with CSMA/CA at the MAC layer, with Access Categories allowing data tra�c

prioritization. One specific requirement for the ITS-G5 spectrum usage in Europe is

limiting its interference to the 5.8 GHz Electronic Fee Collection (EFC) system.

In the networking & transport and facilities layer, for safety and tra�c e�ciency

applications, C-ITS specifies the Basic Transport Protocol (BTP) and an ad hoc rout-

ing protocol for multi-hop communication named GeoNetworking. Both protocols are

described in the ETSI EN 302 636 standard series. The critical feature of GeoNetwork-

ing is the use of geographical coordinates for addressing and forwarding. Their use

for addressing facilitates a mechanism that all vehicles located in a geographical area

can become the packet’s destination. While this mimics broadcasting a packet to all

neighbor vehicles, the geographical addressing makes the packet delivery independent

from a single wireless hop’s communication range. The range can vary from around 10

meters in a severely attenuated propagation condition to up to 1 km under a line-of-

sight condition, sometimes found on motorways. The geographical coordinates are also

used to forward packets locally based on the vehicles’ knowledge of their position and

the neighboring vehicles’ positions. Thus, it enables e�cient multi-hop routing at low

protocol overhead to establish and maintain network routes in an environment with

frequent topology changes.

For non-safety and other applications, the networking & transport and facilities

standards also utilize the TCP/UDP and IPv6 protocol. Furthermore, the Adapta-

tion Sub-layer GN6 (IPv6 over GeoNetworking) has also been standardized to enable

the transmission of IPv6 packets over GeoNetworking. GeoNetworking is optimized

for multi-hop communication with geo-addressing, contrary to the WSMP single-hop

communication within the DSRC protocol stack. The mechanism subsequently pro-

vides more technical features in application support, with the expense of increases in

protocol complexity and overhead [45].

Standards at the facilities layer define application-related functionality. The most

relevant are the V2X messages: the Cooperative Awareness Message (CAM) (ETSI
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EN 302 637-2) [50] and the Distributed Environmental Notification Message (DENM)

(ETSI EN 302 637-3) [51]. CAM regularly transmits the critical vehicle state informa-

tion to support safety and tra�c e�ciency applications, with which receiving vehicles

can track other vehicles’ positions and movement. It is considered to be the equivalent

of the BSM in the DSRC protocol stack. Furthermore, DENM disseminates safety

information in a geographical region. Unlike the CAM, which is sent periodically by

every vehicle, the DENM transmission must be triggered by an application. Several

services are defined for vehicle-to-infrastructure communications, informing road users

from the infrastructure side, controlling roadside infrastructure for priority access and

preemption, and providing information from the vehicles to the infrastructure. Some

dedicated messages are defined in these services, namely the Signal Phase and Timing

(SPAT) message for the Intersection Infrastructure Subsystem (IIS), the Road Topology

information (MAP) message for Truck Platooning Systems (TPS), and the In-Vehicle

Information (IVI) message.

Similar to the DSRC standards, C-ITS applications are not directly standardized.

Instead, three groups of applications with their minimum functional and performance

requirements are defined. First, the Road Hazard Signaling (RHS) includes use cases

such as emergency vehicle approaching, hazardous location, and emergency electronic

brake lights. Second, the Intersection Collision Risk Warning (ICRW) provides so-

lutions for a potential vehicle collision at the intersection. Lastly, the Longitudinal

Collision Risk Warning (LCRW) addresses problems with head-on or rear-end colli-

sions.

2.3.1.3 C-V2X Standards

Cellular-based V2X (C-V2X) is regulated by an international organization named the

3GPP. The 3GPP, in its Service aspects or “stage 1”, has defined the Long-Term Evolu-

tion (LTE) Advanced Pro V2X services, architectures, radio access network regulations,

and four use case scenarios: the vehicle-to-vehicle (V2V), the vehicle-to-infrastructure

(V2I), the vehicle-to-network (V2N), and the vehicle-to-pedestrian (V2P) [49]. Fur-

thermore, C-V2X is considered the main radio interface to support 5G vehicular com-

munication through three distinct modes: cellular V2X, cellular-assisted V2V, and

cellular-unassisted V2V [52].

Cellular V2X refers to classic uplink/downlink communications, where a vehicle

communicates with a base station or RSU. RSUs will be deployed to improve coverage

and throughput and reduce latency through fast radio access, handover, and coordi-

nated resource allocation.

In cellular-assisted V2V, the base station coordinates communication between ve-

hicles by providing control information and instructions. This scheme is well-suited

for extremely low latency and high-reliability V2V communication. The network in-

frastructure ensures resource availability when requested to avoid time-consuming data

transmission over the cellular network. For some use cases such as platooning and see-

through, cellular-assisted V2V will provide tra�c o�oading, as it can facilitate data

exchange between users in a particular geographical region.

Finally, cellular-unassisted V2V is a mode where vehicles communicate without

direct assistance from the base station, even though resources are still under the cellular
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network’s control. Users that are out-of-coverage remain synchronized to the network

and maintain a common time reference. Therefore, these users can remain part of

the cellular network, ensuring their fast transition to one of the other modes. In all

three modes, the cellular network controls the data transmission between vehicles to

a varying degree. As a result, it ensures that their required data rate, reliability, and

latency are satisfied.

2.3.2 The V2X Communications and Applications

The accelerating modernization of city infrastructures, the trend to be constantly con-

nected, the strict standards for vehicle emission, and the need to elevate the safety and

e�ciency of transport have made the development of more sustainable transportation

systems one of the primary challenges for society [53]. The ITS, connected vehicles, and

the IoT can make transportation systems more e�cient and sustainable, minimizing

the impact on the environment.

The term “smart” can be identified for future cities if they will be based on in-

telligent transportation solutions that embrace information and communication tech-

nologies [54]. Subsequently, di�erent stakeholders, from governmental agencies to au-

tomotive manufacturers, have shown great interest in V2X communication as part of

their development e�orts and deployment strategies for ITS [55]. Moreover, in the

vision for smarter cities, vehicles can connect and exchange information with all de-

vices. Ultimately, users, devices, and vehicles will form an ecosystem of Cooperative

Intelligent Transportation Systems (C-ITS) [46]. In the following, we elaborate more

on each vehicle’s communication capability and some of its applications related to the

ITS environment.

2.3.2.1 Vehicle-to-Vehicle (V2V) Communications

V2V technology consists of wireless data communications between motor vehicles [43],

such as cars, taxis, buses, trucks, trams, and even trains. This communication’s primary

purpose is for accident mitigation, providing means for traveling vehicles to transfer

data on their position and speed within an ad-hoc mesh network. The ad-hoc mesh

network adopts a decentralized connection system, which may provide either a fully

or partially connected mesh topology. In the first scenario, each node is connected

directly to others in the network. In the second scenario, some nodes can be connected

to all the others, while the rest are attached only to the ones they exchange the data

most frequently. By adopting this network topology, nodes within a mesh network can

exchange messages and information with the directly connected neighboring nodes via

single-hop communications, in the case of a fully connected network. They can also use

several available paths to reach the destination via multi-hop communications if the

network is partially connected. This topology also increases the network structure’s

robustness. When a temporary malfunction or collapse of a node occurs, the routes

are recalculated within the forwarding tables to reach all destinations.
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2.3.2.2 Vehicle-to-Infrastructure (V2I) Communications

V2I communications allow interfacing between in transit vehicles with the road sys-

tems, such as tra�c lights, street lights, lane markers, cameras, signage, and parking

meters [43]. The standard V2I communications are wireless, bidirectional, and similar

to V2V, utilizing DSRC or C-ITS frequencies to transfer data. This information is sent

from the infrastructure elements to in-range vehicles, or vice versa, via an ad-hoc net-

work. In the ITS, V2I sensors can acquire infrastructural data, provide travelers with

real-time advice, send information on road conditions, tra�c congestion, accidents on

the roadway, ongoing construction sites, and the parking spaces availability. Moreover,

tra�c supervision and management systems can use the data collected from the in-

frastructure and vehicles to set variable speed limits and adjust the Signal Phase and

Timing (SPaT) to achieve fuel savings and facilitate tra�c flows [56]. The hardware,

software, and firmware that make communication between vehicles and infrastructure

achievable are fundamental starting points towards developing autonomous vehicles.

2.3.2.3 Vehicle-to-Everything (V2X) Communications

V2X extends the V2V and V2I communications described above and represents gen-

eralization, where the data exchange takes place from vehicles to any entity that they

can interact with. In addition, the vast technology covers other more specific types

of communications, namely Vehicle-to-Pedestrian (V2P), Vehicle-to-Roadside (V2R),

Vehicle-to-Device (V2D), and Vehicle-to-Grid (V2G) [43].

Globally, around 1.35 million fatalities happen on the road each year [57]. While

every day, almost 3,700 people lost their lives worldwide in crashes involving pedestri-

ans, bicycles, motorcycles, cars, buses, or trucks. More than half of those casualties are

pedestrians, cyclists, or motorcyclists. The defects in road design and the lack of proper

separation from tra�c significantly increase the external risk for pedestrians and drivers

[58]. Particularly in urban centers, distracted pedestrians using their smartphones or

earphones also increase the risk of accidents [59]. The goal of V2X technology, among

others, is to enable communication between vehicles and pedestrians and to prevent

those kinds of accidents.

Some works [60, 61] design Pedestrian Collision Warning (PCW), which utilizes

wireless capabilities included in mobile phones, such as Bluetooth, WiFi, and Near Field

Communication (NFC). With the PCW architecture and its wireless modules, an active

mechanism to alert vulnerable users has been introduced in [62]. It utilizes beacon

stu�ng, a mechanism to remove the WiFi association latency, to alert pedestrians to

imminent collisions. A similar approach is employed in V2X communications with the

Wi-Safe technology in [63]. However, it has a fundamental limitation of unidirectional

communication, where only pedestrians can receive alert messages.

On the other hand, the work in [64] utilizes WiFi Direct, with its peer-to-peer wire-

less communication capabilities allowing smartphones to communicate directly with

each other rather than through an access point. However, Wi-Fi-based approaches also

have some drawbacks. The high power consumption when using the Access Point/-

Client mode is a significant impediment. Moreover, the packet delivery rate and la-

tency in the scanning period are insu�cient for the implementation targets. Therefore,

there is a necessity for native communication technologies in vehicles to be involved.
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For example, some works have evaluated the vehicles’ capabilities with ITS-G5 [65] and

DSRC [66, 67] in the V2X contexts.

2.4 Car-Based Data Collections: Early Days to Current
Trends

The idea of using vehicles for data collection has been around since the end of the

last century. In sparse WSN, researchers have been proposing the use of mobile data

collectors to reduce the power consumption of sensors while at the same time achieving

cost-e�ective connectivity. Data MULEs (Mobile Ubiquitous LAN Extensions) are

mobile nodes that pick up data in one place and drop it elsewhere [68]. With the

three-tier architecture, such implementations aim to extend the network coverage and

increase communications opportunities [69]. A simulation study in [70] shows an excit-

ing direction to improve the energy e�ciency of data collection with data mules, and

another work in [71] presents a Geographic Routing/Greedy Forwarding-based protocol

for data mules in DTN.

As reported in the year 2000, a project called ‘Roads towards the Future’ was

conducted by the Dutch ministry of transport and waterworks. The project introduced

a field trial of communication between vehicles and the infrastructure to exchange

what they called the Floating Car Data (FCD) [72]. The data consist of the GPS-

position of a su�cient number of cars periodically communicated to the central site via

GSM links. The observer can then measures the vehicles’ travel times accurately. The

system’s applications range from real-time data collection for tra�c management to the

compilation of very accurate Origin-Destination matrices complete with travel times.

Another generic in-vehicle data collection is the Probe Data. In [73], “Probe” is defined

as a vehicle or person equipped with a GPS receiver. Their research utilized probe

data from a bus to evaluate the road network for travel time stability and reliability.

Moreover, the International Standard Organization (ISO) already specified the use of

vehicle probe data for wide area communications in its ISO 22837 standardization [74].

Recently, those early concept of car-based data collections are still being extensively

researched. For example, the work in [75] combines vehicle probe data with machine

learning techniques to estimate historical hourly tra�c volumes. Meanwhile, another

study in [76] utilizes probe data for tra�c management strategies for special events.

Furthermore, research towards various utilization of FCD are also still in-motion, as

reported in [77] and [78], among others.

The latest trend in smart cities’ development is the utilization of the connectivity

and mobility of vehicles for data collections from connected objects in the environment.

Essentially, the new paradigm is an extension of the in-vehicle data collection capabil-

ities described above. Furthermore, the inclusion of vehicles to reach the objective of

IoT leads to a specific and specialized field named the Internet of Vehicles (IoV) [79].

The IoV aims at the unified management in intelligent transportation and other smart

cities’ applications. The researcher in [79] categorized IoV applications into two: (1)

the ITS-related applications; and (2) the smart city-related applications. Our works

in this thesis cover the IoV for smart city-related delay-tolerant applications where the

ITS infrastructures assist in the data collection process. In the following section, we
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described some real-world implementations of the car-based data collections for smart

city-related applications.

2.5 Smart Cities’ Data Collection Initiatives

In the following, we highlighted some implementation projects and initiatives on smart

cities’ data collection, particularly where vehicles are also involved in the process.

2.5.1 SmartSantander - Santander, Spain

The SmartSantander initiative in Santander, Spain, primarily aims to create a Euro-

pean testing facility for the research and experimentation of architectures, key enabling

technologies, services, and applications for the IoT in the context of a smart city [80].

This facility aims to leverage key IoT-enabling technologies and to provide the research

community with a unique in-the-world platform for large scale IoT experimentation and

evaluation under real-world operational conditions. One of the project use cases is en-

vironmental monitoring via a large number of low-cost sensors. These IoT sensors lack

the degree of accuracy if compared to the specialized measuring stations. However, by

deploying many measurement points and intelligent processing of the measurements,

it is possible to obtain su�ciently accurate measurements. In the environmental moni-

toring use case, readings gathered from fixed and mobile sensors are used as the initial

indicator of the severity of the environmental pollution (air quality, noise levels, and

luminosity levels) covering large areas.

For environmental monitoring, 50 noise sensors, 600 temperature sensors, 500 light

intensity sensors, and 30 carbon-monoxide (CO) sensors are installed in the city center

area. Moreover, 150 mobile sensors were also deployed on top of public transport

buses, municipality fleet vehicles, and taxis to improve node heterogeneity. The mobile

sensors can measure air pollutants such as nitrogen-dioxide (NO2), carbon-monoxide

(CO), ozone (O3), as well as particles in suspension, temperature, and air humidity.

There were 23 Gateways (GWs) installed between the IoT node tier and the server

tier for ensuring connectivity. Gateway devices have a deployment constraint in that

they require a constant power supply and connectivity to the Internet. Therefore,

most of these devices are installed at municipality premises located along the covered

area. These locations are connected through a fiber-optic ring, allowing GWs to be

connected to a high-capacity backbone network. Where no such municipality premises

were available, access to the Internet is provided through WAN connectivity via a 3G

telecoms network interface. The static and mobile sensor nodes can communicate with

each other, and they connected to the GWs by using XBee-Pro radio modules operating

at 2.4 GHz frequency.

2.5.2 City of Things - Antwerp, Belgium

The City of Things (CoT) project in Antwerp, Belgium, is a cross-technology testbed

platform that validates key smart cities research results and facilitates innovative smart

city experiments on top of a large-scale testbed environment [81]. One of CoT’s use case

is the implementation of air quality sensors in collaboration with the Belgian postal
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services, Bpost. For daily mail delivery, Bpost has cars driving around the city of

Antwerp. A set of air quality sensors are mounted on the roofs of Bpost’s delivery cars.

These sensors send measurements at regular intervals of typical gases and climate data,

such as temperature and humidity, which are then annotated with GPS locations. At

the time of the reporting, over 100 sensors are already deployed in Antwerp, with 1000

more planned in the near future. These sensors can communicate with the CoT infras-

tructure via three di�erent LPWAN technologies: LoRaWAN, SigFox, and DASH7.

This use case aims to show the current status of the city’s environment, detect high

amounts of organic compounds in the atmosphere, and alert citizens of air pollution

in near real-time. With these data samples available in the platform, it is interesting

to create a trend analysis on air quality evolution in the city and perform anomaly

detection operations. The data samples are gathered by the sensors and then sent

through the multi-technology gateways deployed throughout the city.

Through its implementation, the CoT framework allows researchers and stakehold-

ers to access, analyze, and process data retrieved from sensors deployed in the city,

which results in the high involvement of citizens and companies in the design and

development of new applications and services.

2.5.3 PortoLivingLab - Porto, Portugal

PortoLivingLab is an urban-scale, multi-source sensing infrastructure deployed in the

city of Porto, Portugal [82]. Two of its monitoring platforms are UrbanSense [83] and

BusNet [84]. UrbanSense consists of a set of low-cost sensing stations deployed in 19

strategic locations to monitor environmental parameters (as noise and air pollution)

and weather conditions. BusNet is a sensing and data distribution platform that in-

volved 600+ public transport vehicles equipped with on-board units (OBUs) for V2X

communications and in-vehicle Internet connectivity for passengers. The platforms

have high levels of connectivity that enable IoT-inspired data collection strategies.

Furthermore, the collection of datasets from PortoLivingLab can be utilized to re-

port some urban dynamics such as the tra�c state estimation, spatiotemporal maps of

speed, origin-destination matrices with transport mode information, and WiFi hotspot

density, among others.

For the data collection, the PortoLivingLab employs a Vehicular Delay Tolerant

Network (VDTN), a type of opportunistic network involving vehicles which will be dis-

cussed further in the next chapter. The sensors of PortoLivingLab reach the backhaul

nodes via WiFi gateways. Data collected by UrbanSense is transmitted to the backend

server via WiFi APs connected to the fiber ring, municipality WiFi, or VDTN. The

vehicular network BusNet supports data forwarding using V2X communications and

VDTN, and it can also be accessed via WiFi.

The stationary sensors in UrbanSense are divided into three classes; Meteorological:

Thermometer, hygrometer, wind vane, anemometer, rain gauge, lux meter, and solar

radiation; Quality of Life: Sound level meter; Air Quality: Particulate matter sampler,

CO, NO2, and O3 gaseous meters. The monitoring units, where sensors are mounted,

also contains two WiFi USB adapters. The first one is for permanent connection to

nearby infrastructures, or cellular APs used mainly for management, although it could
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also be used for data. The second one is for opportunistic links to the on-board APs

of the BusNet platform.

The BusNet infrastructure is a large-scale deployment of OBUs in vehicles and

infrastructural Road-Side Units (RSUs) that enables vehicle-to-vehicle and vehicle-to-

infrastructure communication in Porto, Portugal. At the time of reporting, more than

600 fleets of vehicles are equipped with OBUs, which belongs to the public transporta-

tion authority (more than 400 buses) and waste disposal department (garbage-collection

and road-cleaning trucks). Additionally, more than 50 RSUs are deployed. The OBUs

consist of a processing unit, cellular module, wireless interfaces for IEEE 802.11b/g/n

(WiFi) and 802.11p (DSRC), and a GPS antenna. They also collect GPS traces and

metadata of passenger WiFi connections, to be kept in the backend infrastructure.

Each BusNet node can connect to each other via DSRC, and it can also access the

Internet via RSUs or cellular links. Moreover, bus passengers and external users can

connect to the OBU via WiFi, which extends internet connectivity beyond traditional

means. The RSUs are equipped with a wireless DSRC interface and wired connection

to access the Internet.

2.6 Summary

This chapter described the background of our research. It begins by introducing some

of the traditional wireless networking technologies which support the IoT. Those tech-

nologies are categorized into two: the WPAN technologies, which include BLE and

ZigBee, and the LPWAN technologies, which cover NB-IoT, LoRaWan, and Sigfox.

In addition, vehicular communications technologies are also maturing towards the vi-

sion of cooperative intelligent transport systems and connected vehicles. Thus, those

technologies and their supporting infrastructures can also be adopted for IoT in smart

cities.

Therefore, three widely adopted ITS standardization are highlighted: the C-ITS, the

DSRC, and the C-V2X standard. Those standards aim at worldwide interoperability

between di�erent manufacturers. Moreover, the V2X types of communications and ITS-

related applications were explained. They range from communications linking vehicles

to communications between vehicles and pedestrians, among others. Their applications

also vary, from accident mitigation between vehicles to pedestrian collision warning,

for example.

Historically, the car-based data collections paradigm started at the turn of the

last century. It began with the in-vehicle data collection initiatives such as the FCD

and Probe Data and the implementation of MULEs for data collection from the en-

vironment. They remain an active research area until today, even more so with the

requirement of smart cities. Finally, examples from the city of Santander, Antwerp,

and Porto gave a variety of highlights to some real-world implementations.

Herein, our research covers the car-based data collections, i.e., the IoV, for smart

city-related delay-tolerant applications. It focuses on developing a simple and e�cient

VDTN routing protocol which will be discussed in the following chapters.
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3.1 Introduction

The previous chapter described some backgrounds that motivate our research into

vehicle-based data collection in smart cities. In enabling information exchanges between

mobile nodes, opportunistic communications are utilized to o�oad and reduce reliance

on fixed infrastructures. Meanwhile, Mobile Adhoc Networks (MANET) consists of

application requirements and communication protocols for almost everything, from

sensors to hand-held devices and vehicles [42]. Subsequently, Vehicular Adhoc Networks

(VANET) specializes in mobile nodes with motors such as cars, robots, trains, and

even airplanes. While VANET generally provides data forwarding solutions in the

condition where end-to-end connections exist, i.e., fully connected topology, it lacks a

solution where the connection is sparse and intermittent [85]. Therefore, for the latter

26



intermittent environment, the VDTN solutions can provide the necessary forwarding

mechanisms that are based on the Delay Tolerant Networks (DTN) concept [69].

On the other hand, Opportunistic Networks (OppNet) also refer to a field of research

into communications between frequently disconnected mobile nodes. In opportunistic

networking, the assumption is that a complete path between two communicating nodes

might not exist [86]. Source and destination nodes might never be connected to the

same network at the same time. Yet, opportunistic networking techniques allow the

exchange of messages between them. Often, the mechanism introduces additional de-

lays in messages delivery since messages are frequently bu�ered in the network while

waiting for the next forwarding path towards the destination. Therefore, a DTN is

inherently an OppNet, and vice versa.

There is no clear di�erentiation of concepts and commonly agreed-upon terminology

for opportunistic and delay-tolerant networks in the literature. As a result, the term

“opportunistic networks” and “delay-tolerant networks” are often used interchangeably

[86], as also the case in this thesis.

This chapter introduces the evolution from DTN to VDTN, describes an example

architecture for VDTN, details the baseline routing protocols for VDTN, and gives

an overview of some optimized routing protocols. This chapter also defines the Key

Performance Indicator (KPI) used in the performance evaluations and describes the

utilized network simulator.

3.2 From DTN to VDTN

With its long delays and recurring disruptions, the need for interplanetary communica-

tions was the starting point of the DTN concept [87, 88]. Yet, the concept is naturally

applicable for other types of networks, such as Wireless Sensor Networks (WSN), op-

portunistic MANET, and VANET, among others [42]. Those types of networks often

su�er from the same kind of disruptions due to their implementation environments,

such as under-developed regions, war zones, disaster areas, and deep-sea conditions.

In today’s age of low latency communication, even a dense vehicular network can be

considered a delayed-network if the network topology changes frequently.

The unique challenges in vehicular environments are high mobility and varying

speeds of nodes resulting in a highly dynamic network topology contrasting it from the

traditional Internet concept. The intermittent connections cause partitioned networks

due to the large distances between nodes as well as variable node densities, and sparse

tra�c. Subsequently, this results in discontinuities along the path from the source to

its destination [69]. Such challenges in DTN were gaining interest among researchers

to develop various solutions. However, the existing Internet protocols were unsuitable

for deployment in such network conditions [89]. The existing protocols were designed

and modeled with the assumption that a route from the source to its destination can

always be found within a short delay. Therefore, in the case of DTN, with extreme

disruptions, the TCP/IP protocol might not work properly [90].

The store-carry-and-forward (SCF) mechanism in DTN, as opposed to the simple

carry-and-forward method, can be utilized to tackle challenges in vehicular networks

[42]. Furthermore, asynchronous and variable-length messages, called bundles, can be
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opportunistically relayed towards the destinations, over several intermittent connec-

tions. The assumption is that even though an end-to-end network connection does not

exist currently, such a path will be available over time. Therefore, using DTN tech-

niques in vehicular environments gives rise to VDTN [69]. In VDTN, contacts between

nodes generally occur without any previous knowledge [87], which led to various works

focusing on data routing.

Figure 3.1 – Internet Protocol Stack, DTN, and VDTN Architecture

3.3 An Example of The VDTN Architecture

The comparison of the Internet Protocol (IP) Stack, the DTN, and the VDTN architec-

ture is highlighted in Figure 3.1. The DTN architecture [91] in the figure was proposed

by the DTN Research Group (DTNRG). The architecture introduced a convergence of

the Physical and Data Link into a single layer called Data Link. It also defined the

Bundle Layer between the transport and application layers. The Bundle Layer is a

message-oriented overlay layer where application data units are converted into one or

more of the protocol data units named “bundles” [69]. The approach aims to “bundle”

together all the information needed for a transaction. Thus, reducing the number of

prolonged round-trip interchanges in the intermittent connection of DTN. Moreover,

the Bundle Protocol stores and forwards bundles between DTN nodes hop-by-hop in-

stead of end-to-end [92]. Therefore, it can withstand the intermittent connection by

storing bundles in permanent storage devices until the next available transfer oppor-

tunity. In addition, the reliable custody transfer concept guarantees that a bundle will

not be removed from the originating node bu�er until the next node has taken custody

of it.

Furthermore, the work in [93] proposed a layered architecture for VDTN, as also

shown in Figure 3.1. The main di�erence with the DTN architecture is the placement
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of the Bundle Layer, where it is placed below the network layer instead of above the

transport layer, aggregating incoming IP data packets into message bundles. The

bundle in this model aggregates several IP packets with several common properties,

such as the same destination node [94]. This DTN architecture is based on three node

types, including terminal nodes (access points), mobile nodes (vehicles), and relay nodes

(fixed devices located at crossroads). Mobile nodes can exchange information with one

another or collect and leave data in relay nodes. Furthermore, the architecture adopts

the separation of the data and control plane to improve the overall performance of the

DTN by routing large-sized messages instead of small-sized IP packets.

However, on the other hand, data security and privacy are of utmost importance

in every kind of wireless communication today. Even though the Internet Engineer-

ing Task Force (IETF) had already specified the Bundle Security Protocol (BSP) [95],

works in [96] and [97] highlighted the vulnerabilities of the bundle protocol implemen-

tation for DTN. The work in [96] recommended that the application data should be

protected by those responsible for the applications. This recommendation is in line

with the current research trend for IoT, which emphasized the importance of end-to-

end security by the application layer [98, 99].

3.4 The Baseline Routing Protocols for VDTN

Here, we define some baseline VDTN routing protocols [100, 101, 102, 69, 42, 103] that

are studied in detail later. We categorized them as ‘baseline’ because they use only

a small number of parameters that can be easily calculated and do not require prior

knowledge of the network in their data forwarding decision.

3.4.1 Direct Delivery Routing Protocol

The Direct Delivery routing is a single copy forwarding approach at its simplest form,

where a node, having data, forwards it directly to its destination. We can use this

routing protocol performance as a lower benchmark that should be surpassed if more

sophisticated mechanisms are added to the designed routing strategy. Due to its sim-

plicity, we can expect minimal network and bu�er usage from this protocol.

3.4.2 First Contact Routing Protocol

The First Contact routing deploys a mechanism where a single copy of messages is

opportunistically forwarded from the originating node to the first node it encounters.

This single copy of messages continues to be transmitted to in-range nodes until one

message reaches its destination. Nodes erase messages that they already relayed to

another node, consequently preserving only a single copy of each message in the entire

network. This strategy makes the routing protocol very e�cient in terms of occupying

bu�ering spaces.
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3.4.3 Epidemic Routing Protocol

The Epidemic routing implements an unlimited multi-copy forwarding strategy. An

originating node will exchange all messages with another in-range node in this routing

while also keeping one copy of each message for the subsequent encounters. Each

receiving node accepts messages that they do not already have within the limit of their

bu�ering capacity. The strategy tries to ensure that at least one copy of each message

will reach its destination in the earliest possible time by flooding the networks with a

maximum number of messages’ copies. As a benchmark, we can expect this routing

as an upper limit in terms of network utilization and the worst in bu�er occupancy.

If the capacity of the nodes’ bu�er is su�cient for all data being circulated, we can

expect the fastest delivery time (i.e., lowest latency) by this routing, as it can exploit

all forwarding paths available in the network.

3.4.4 Spray & Wait Routing Protocol

The Spray &Wait routing imposes a limited multi-copies forwarding mechanism, where

the number L can be assigned to the protocol to specify the upper limit of the number

of copies for a message that can be generated by a node, as explained in [102]. Further-

more, the routing protocol has two operation’s modes: standard and binary. In binary

mode, if a node is the origin of the data, it will logically hold L copies of the data

specified initially (e.g., 6 is the default value). In standard mode, if a connection is

established with another node that does not have a copy of the data, only a single copy

is forwarded (the spray phase), and L-1 copies continue to be held by the originating

node. The originating node then can forward the remaining copies of the data to each

node that it encounters next. The process continues until the originating node only

hold the last copy of the data, when it stop forwarding copies to another node and

only forward the data to its destination (the wait phase). In binary mode, on the other

hand, L/2 (rounded up) copies are forwarded each time the originating node meets

another node without the data copy, while it will keep L/2 (rounded down) copies. As

in the standard mode, the forwarding mechanism continues until the originating node

has only a single copy of the data when it goes to the wait phase, which is basically

similar to the direct delivery routing.

3.5 Optimized Routing Protocols for VDTN

In the previous section, the working principle of the baseline routing protocols for

VTDN has been defined. In general, they use simple mechanisms with minimum pa-

rameter calculations and without prior knowledge of the network conditions. In the

following, some examples of optimized routing protocols are summarized. The term

‘optimized’ is used to categorize them based on the complex mechanisms, calculations,

or preliminary information needed for their data forwarding decision. There exist many

types of optimized routing protocols for the VDTN. Here, among others, we provide

some examples in four categories: Knowledge-based, Geographical-based, Social-based,

and Machine Learning-based.
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3.5.1 Knowledge-Based Routing Protocols

Knowledge-based routing protocol is a type of forwarding scheme that used prior knowl-

edge or information. For example, that information can be the previous state of the

network, history of contact between nodes, and information on location [42]. One of

the earliest examples of this kind of protocol is the MaxProp Routing Protocol [104].

This routing protocol needs the history of the encounter between nodes to calculate

a link weight between them. Subsequently, each time two nodes meet, they exchange

these values with one another, which is then accumulated to determine the data deliv-

ery likelihood to each destination. A data transfer will take place to a node with the

highest delivery likelihood in that instance. Hence, each node is required to update its

routing table each time a new contact occurs. Furthermore, in this routing protocol,

data replication is unlimited as it assumes that the data transfer duration and the

amount of storage in the bu�er are not limiting factors.

Another example is the PRoPHET Routing Protocol which stands for the Proba-

bilistic Routing Protocol using History of Encounters and Transitivity algorithm [105].

This routing protocol utilizes past node encounter history to estimate the delivery pre-

dictability of all nodes. Furthermore, a node only forwards data to another node with

higher delivery predictability, and the data replication is unlimited. As of 2015, it

is one of only two opportunistic routing protocols that have been standardized [92],

besides the Epidemic protocol.

On the other hand, one of the latest examples is the FA-GSO Routing Protocol

which is a hybrid swarm-inspired probabilistic approach of data forwarding for VDTN

[106]. It combines two bio-meta-heuristic techniques named Firefly Algorithm (FA) and

the Glowworm Swarm Optimization (GSO). It includes a vehicle selection procedure

based on previously known information: the number of relayed bundles, the average

bu�er time, the number of active contacts, the average lifetime of active contacts,

and the relative speed di�erence, to calculate the value of their fitness parameter

for every bu�ered bundle in each vehicle. Moreover, information about the relative

speed di�erence considers the absolute speed di�erence and the direction angle to the

destination, which necessitates the use of GPS. To this extent, the protocol can also be

categorized as a Geographical-based routing protocol, which will be discussed in the

following.

3.5.2 Geographical-Based Routing Protocols

Geographical-based routing protocol is a kind of routing protocol that utilized the geo-

graphical information made available by the vehicle’s navigation system, such as GPS

[42]. GeOpps Routing Protocol which stands for Geographical Opportunistic Routing

for Vehicular Networks [107] is one of the earliest examples of this type of forward-

ing strategy. It is a routing protocol that aims to improve the performance of the

single-copy approach in VDTN. It utilizes vehicles’ positioning information to forward

bundles to a particular geographical location near the destination. The protocol calcu-

lates the minimum estimated time of delivery (METD) based on the closest position of

a vehicle to the destination and the remaining distance divided by the vehicle’s aver-

age speed. Accordingly, bundles are forwarded to the vehicle with the lowest METD.
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The GeoSpray Routing Protocol [108], on the other hand, aims to extend the capa-

bility of GeOpps by exploiting the multi-copy strategy. Furthermore, it also utilizes a

mechanism to remove delivered bundles from the node bu�er by spreading the delivery

information. Thus, in principle, GeoSpray exploits similar geographical information as

GeOpps.

One of the latest examples in this protocol category is the V-GRADIENT Rout-

ing Protocol [109]. This geocast routing protocol keeps track of node density, bu�er

occupation, and group penetration rate. It uses geographical information to forward

messages to a Region of Interest (ROI) whose radius is controlled according to the esti-

mated network conditions. In addition, the range of a surrounding area outside of the

ROI called the bu�er zone is also being periodically adjusted based on the estimations

of the network density and the message bu�er occupation level.

3.5.3 Social-Based Routing Protocols

Social-based routing protocol involves analyses of the social behaviors, characteristics,

and properties to optimize the data forwarding performances [42]. An earliest exam-

ple of this type of strategy is the SimBet Routing Protocol [110] that combines the

betweenness centrality and similarity parameters to determine the forwarding decision

for a single-copy of messages. Betweenness centrality is a parameter that measures the

node’s bridging capacities between separate communities or networks. In contrast, sim-

ilarity is the measure of closeness between nodes in the same community or network.

Thus, betweenness centrality is pivotal in the earlier stage of the message forwarding,

where the source and destination might still be significantly apart, and messages need

to hop between communities. On the other hand, similarity is used in the later stage,

where messages are already in the same community with the destination.

Another example is the BUBBLE Rap Routing Protocol [111] that utilizes the

community and centrality parameters combined with the unlimited message replication

strategy. In this protocol, community is a metric measured based on nodes’ contact

frequency. Moreover, each node will have two types of centrality value: global and local.

The global centrality value determines how messages being forwarded between nodes

until they reach a node belonging to the destination community. Afterward, the local

centrality value decides how those messages being transferred within the community

until delivery to their destination.

One of the latest examples of this social-based forwarding strategy is the EpSoc

Routing Protocol [112] that aims to reduce the overhead of the Epidemic Routing

Protocol by embedding social features to the message forwarding decisions. This pro-

tocol applies two main mechanisms: the adaptation of the message’s TTL based on

nodes degree centrality and the blocking of replication messages with expiring TTL to

prevent their transfer to the already traversed nodes. Degree centrality is the mea-

sure of the node popularity, which is calculated regularly over the total number of its

connections to all other nodes in the network.
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3.5.4 Machine Learning-Based Routing Protocols

Machine Learning-based routing protocols introduce algorithms that integrate the ex-

perience and utilize data to gain automatic improvement. One type of machine learning

algorithm widely used recently is the Reinforcement Learning (RL) which involves a

trial-and-error learning mechanism that can be described as a Markov decision-making

process [113]. In the RL-based forwarding selection, nodes collect information from

other nodes and the network to learn. One challenge in particular that RL envisages

solving in DTN is estimating the nodes’ movement pattern.

One of the earliest examples of this kind of routing strategy is the Delay-Tolerant

Reinforcement-Based (DTRB) Routing Protocol which uses Q-Learning (QL) [114].

The QL algorithm constantly interacts with the environment to acquire the best option

instead of exploiting prior knowledge. The algorithm learns about routes in the network

and replicates or forwards messages for gaining the best reward. In DTRB, reward

corresponds to the message delivery time, where the highest reward is given for the

lowest message delivery time.

Another Q-learning-based forwarding strategy is the Double Q-Learning Routing

(DQLR) Protocol [115]. In the DQLR routing protocol, the Double Q-Learning (DQL)

is used to separate the selection and the evaluation process for gaining a more objective

estimation lacking in the previous QL implementation. Moreover, the protocol also

includes the dynamic reward and intermediate value procedures. Those mechanisms

improve the protocol performance by enabling the adaptation to the ever-changing

network structure and node mobility.

One of the latest examples in the category is the Fuzzy-Logic-Based Double Q-

Learning Routing (FDQLR) Protocol which further extends the capability of previous

protocols [113]. FDQLR enhances its capabilities by adding nodes’ characteristics, such

as node activity, contact interval, and movement speed, for consideration. It addresses

the challenge by integrating Fuzzy-Logic (FL) to manage the complexity, dynamicity,

and uncertainty of those characteristics in DTN.

3.6 The Key Performance Indicators (KPIs)

The performances of DTN, and consecutively VDTN, can be measured by several Key

Performance Indicators (KPIs). In this study, we utilize three commonly used KPIs in

previous studies on this topic [116, 117, 118, 119, 120]. We discuss on each of them in

the following subsections.

3.6.1 Delivery Probability

The delivery probability, or also referred to as the Delivery Ratio, is the total number

of messages successfully delivered to their destination divided by the total number of

generated messages at the originating nodes as defined in Equation 3.1.

Delivery Probability = Number of delivered messages

Number of generated messages
(3.1)
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The ideal condition is for the maximum delivery probability value of 1, where all

the generated messages are also successfully delivered to the destinations.

3.6.2 Average Latency

Also referred to as the Average Delivery Delay, the Average Latency is the average time

it takes from the messages’ creation at the sources to the time they are successfully

delivered at the destination, as defined in Equation 3.2.

Average Latency =

Y
_]

_[

qN
n=1 Message’s arrival time ≠ Message’s creation time

N delivered messages
, if N Ø 1

cannot be defined, if N = 0
(3.2)

The desired condition is for messages to instantaneously reach their destination, i.e.,

the average latency of close to zero, particularly for critical applications. Yet, in the

intermittent connectivity of vehicular networks, the ideal condition of very low latency

is almost impossible to achieve. Therefore, they are more suitable for delay-tolerant

applications, whereas data with an average latency in the order of seconds, minutes,

or even hours, can still be useful. Nevertheless, the goal is to keep the average latency

as low as possible.

3.6.3 Overhead Ratio

This parameter shows the ratio of the total number of transmitted messages in the

entire network compared with the total number of delivered messages, as shown in

Equation 3.3.

Overhead Ratio =

Y
]

[

T transmitted messages ≠ N delivered messages

N delivered messages
, if N Ø 1

cannot be defined, if N = 0
(3.3)

The ideal value for the Overhead Ratio is 0, which happens only when the source of

a message or messages directly deliver them to their receiver. If intermediary nodes are

involved in the delivery, relaying messages through those intermediaries is considered as

excesses or overheads. Hence, relaying copies of messages that do not eventually reach

the destination will also be counted as overheads, including copies being rejected by the

receiver. In most cases, the receiver only accepts a unique message once, i.e., the first

time it arrives. The parameter was also referred to as the Network Overhead Ratio in

some references because it directly a�ects the network’s resource usage, such as energy

consumption for processing and communications, as well as bandwidth allocation. A

low Network Overhead Ratio is a vital characteristic of an e�cient and scalable data

collection system.
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3.7 The Opportunistic Networking Environment (ONE)
Simulator

In this thesis, our evaluation of the VDTN routing protocols performances in smart

city scenarios is conducted by using the Opportunistic Networking Environment (ONE)

Simulator [121]. The ONE is specifically designed for OppNet and integrates all its key

concepts: mobility, wireless contacts, store-carry-forward messaging, and applications,

in a single simulator [122]. The simulator is also equipped with an optional GUI window

that shows useful information during the simulation run, such as the simulation map,

nodes’ movement, connections, and bu�er occupancy, to name a few. We particularly

appreciate the GUI window as a preliminary visual check to ensure the scenario runs

as intended before complete batches are executed in a faster text-based mode.

Figure 3.2 – The ONE Simulation Flow

Structure-wise, the ONE is an agent-based, discrete event, opportunistic network

simulator. It maintains a set of agents whose behavior is simulated at discrete points in

time. Those sets of agents, named DTNHosts, represent the network nodes, e.g., a ve-

hicle with V2V and V2X communications capability in our scenarios. Each DTNHosts

has three crucial internal components: a Router, some NetworkInterfaces, and a Move-

mentModel. Figure 3.2 shows the flow of the ONE simulation processes.

The Router contains the host’s message cache and implements some opportunistic

routing or dissemination algorithm to forward messages between nodes. Moreover,

the opportunistic contacts between hosts are modeled by a single or multiple network

interface components that the host has. As a network-level simulator, the ONE does not

model any lower-layer mechanisms. Therefore, the network interfaces are abstracted to

a communication range and their link capacity. Only nodes within the communication

range can exchange messages at the interface transfer capacity. On the other hand,
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the node movement during the simulation is determined by the MovementModel, which

can be some predefined synthetic mobility models provided by the simulator. Lastly,

one or more Applications can be attached to the Router. Moreover, each application

can implement any application layer function, from the simplest process of sending and

receiving messages to a more complex application state and logic.

Most importantly, the ONE Simulator also includes six well-known OppNet routing

protocols, where we categorized four of them (Direct Delivery, First Contact, Epidemic,

and Spray & Wait) as baseline routing protocols and two (MaxProp and PRoPHET )

as optimized routing protocols. We already described their forwarding strategies in the

previous section.

3.8 Summary

In this chapter, we provided the concept, evolution, challenges, and an example archi-

tecture of VDTN. We also presented the mechanism behind some baseline and opti-

mized routing protocols for VDTN. Furthermore, we explained the KPIs that we would

use in the performance evaluation that follows and the network simulator we utilize.

The concept of VDTN rises from the opportunistic nature of communications be-

tween moving nodes. It began from the need for interplanetary communications to

addressing the challenge of intermittent connection in mobile networks. Consequently,

the VDTN architecture has been developed to cope with the dynamics in vehicular

networks. Furthermore, the unpredictable contact between nodes led to various works

in developing suitable routing protocols.

On the other hand, closer readings reveal the diversity of strategy in both the

baseline and the optimized routing protocols for VDTN. The e�ort to develop a high-

performing generic VDTN routing protocol continues until today, with a trend of in-

creased complexity. On the contrary, in the following chapters, we propose and evaluate

a simple, e�cient, and high-performing forwarding strategy for the VDTN-based data

collection scheme.

Moreover, we described three commonly used KPIs to evaluate the VDTN routing

protocols’ performances. In the following chapters, we combine those KPIs to compare

the routing protocols fitness for the kind of services that we envisioned. Finally, we

introduced the ONE simulator utilized for the evaluation, explained its key concepts

and structures.
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Chapter 4 | Performance Comparison
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4.1 Introduction

For the ease of adoption and standardization, a frugal approach should be implemented

in every subsystems of the ITS. A similar approach should also be taken in developing

the data forwarding mechanism; that a simple routing protocol should be proposed

to accelerate its adoption and standardization. As the first step, the networking per-

formances of four baseline VDTN routing protocols, namely: Direct Delivery, First

Contact, Epidemic, and Spray & Wait are studied in this chapter. These routing pro-

tocols implement the main routing concepts used in VDTN. We categorized them as

‘baseline’ based on the fact that they use only a few parameters in their data forwarding

decision. While some other optimized routing solutions are available in the literature,

the study of these baseline protocols will give us the main trends. Interestingly, these

four baseline protocols have enough diversity of mechanisms to forward data from the

source to the destination, from di�erent numbers of copies of data that they forward

to varying sets of parameters that need to be considered for making the forwarding

decision. These diversities are illustrated in Figure 4.1.

This study aims to show how such VDTN solutions are e�cient for collecting sen-

sors’ data. To investigate each of the strategy’s potential, we devise scenarios where a

su�cient number of cars are equipped with communications and networking capabili-

ties. We implement schemes where 37 static wireless sensors are almost evenly spread
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Figure 4.1 – The Baseline Routing Protocols Setup Comparison

out in the city. There are also 5 PoPs where vehicles can o�oad the collected data

from sensors and forward them to the central server. We also explore the impact of dif-

ferent mobility patterns on the networking performance of the data collection system.

Two types of vehicles: cars and buses, are used in the simulation. Cars represent ran-

dom vehicle movement, while buses moving along their predetermined route represent

a predictable mobility pattern typically available in smart cities. Ideally, the routing

protocol used in this kind of setting needs to consider these di�erent mobility types to

exploit them for better performances. Due to their simplicity, the four baseline routing

protocols investigated in this study do not recognize these factors. Yet, it is crucial to

understand how they perform under this unique scenario for future refinement. The

Key Performance Indicators (KPIs) used for comparison are Delivery Probability, Av-

erage Latency, and Overhead Ratio, as commonly used in other previous works [116,

117, 118, 119, 120].

4.2 Previous Works

There are two forefronts of research in data collection for smart cities that our works

explore and aim to contribute. The first forefront is on the type of wireless networking

that the data collection from stationary connected-objects can utilize, emphasizing its

implementation e�ciency and scalability, particularly for delay-tolerant applications.

The second forefront is on which routing protocol to deploy in the VDTN-based data

collection system to deliver the data to the central server, aiming for its e�ciency,
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high-performance, and scalability. Here we present some previous works in both fields

and describe how our works relate.

As we described briefly in the introduction, the main trend for data collection

in smart cities is to wirelessly link all connected-objects to the long-range operated

network such as the cellular network and the LPWAN [123, 12]. Yet, in [12], they

also highlighted the high cost of implementing a cellular-based network such as the

Narrowband-Internet of Things (NB-IoT), which might be unsustainable economically

as the connected-objects population grows exponentially in the coming years. Mean-

while, the LPWAN solution such as the Long Range Wide Area Networks (LoRaWAN)

has a limited bandwidth and duty-cycle [124], which might also impede their implemen-

tation for the collection of data with larger sizes and more frequent delivery. Therefore,

it is necessary to diversify the networking technology to handle specific kinds of data

for particular applications. In the field of data collection for delay-tolerant applica-

tions, we believe that a VDTN-based scheme, as previously illustrated in Figure 1.1,

can provide an alternative solution for some issues mentioned previously.

In the field of routing protocol development for data collection, the trend is to design

optimized solutions, as we already covered in the previous chapter. Among others, the

strategy ranges from acquiring a preloaded digital map, exchanging the current position

of vehicles through the GPS’s utilization, to providing vehicles with apriori macroscopic

and microscopic mobility information. Even though all those technologies are common

to today’s modern vehicles, their utilization for the data routing will definitely increase

resource usage and processing complexity.

The work in [125] presented the public- transportation-assisted data delivery scheme

for VDTN. It recognizes the specific characteristic of common public transports such

as buses, trams, and taxis: their driving trajectories are of foreknowledge. The scheme

assumes the use of GPS to obtain the current location, the availability of a preloaded

street-level digital map that describes road topology, tra�c light period, tra�c density,

and average vehicle speed on streets at any di�erent time of the day. Essentially, all

public transports need to exchange their driving paths with each other and provide

information about their driving path and destination.

A similar approach, in terms of the vehicles’ information frequent updating, Moreira

et al. in [126] proposed the Spray and Locate routing protocol for VDTN. It is a

location-based routing protocol that includes a node location system named VDTN-

Locate that provides each vehicle in the network with a dictionary of other vehicles’

last known location, direction, and speed, updated every encounter. Its simulation

results highlighted that the proposed protocol has a better average delivery rate and

average latency than other routing protocols being compared.

The two strategies above are examples of a typical geometry-based approach, which

requires a frequent update to their knowledge of the network that leads to tremendous

overhead in a large-scale implementation. Zhang et al. in [127] proposed to alleviate

those challenges by introducing a mobility-aware geocast algorithm (GeoMob) for data

delivery to a specified region with the inclusion of taxis and buses movement patterns.

GeoMob employs an apriori node mobility information at the macroscopic and micro-

scopic levels. Macroscopic mobility describes all vehicles’ tra�c trends in a city, while
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microscopic mobility captures individuals’ mobility patterns. The two mobility levels

are extracted from the real-world GPS traces of taxis and buses in a city.

On the other hand, Giannini et al. in [118] was more focused on collecting data from

smart buildings for environmental and resource consumption monitoring by utilizing

bus mobility. They aimed to directly design and evaluate the Sink and Delay Aware

Bus (S&DA-Bus) routing protocol for collecting data in the smart city. It defines a

centrality metric that considers the“social role”of the sink. The protocol also considers

the Inter-Contact-Time between buses and the sink to evaluate the subsequent contact

delay. Their simulation results show performance improvement with the deployment

of the S&DA-Bus approach if compared with the benchmark routing protocols.

Some previous works above show interest in utilizing vehicles and public transporta-

tion to collect and deliver data in the city. However, nearly all of them focus on the

in-vehicle data collection for delivery to another vehicle. Meanwhile, our work is more

focused on data collection from connected objects in the environment. Only the work

in [118] closely resembles our settings where the data were collected for environmental

and resource consumption monitoring from smart buildings.

Moreover, all those works focused on developing optimized solutions which required

apriori knowledge of the network or spent computational resources for social networking

analysis. We di�er in our approach by firstly assessing some baseline routing protocols’

performance thoroughly as a step towards developing a simple and e�cient routing

protocol. We aim to provide a detailed evaluation of each baseline routing protocol’s

strengths and weaknesses in the unique ITS infrastructures-assisted data collection

scheme before moving forward with necessary refinements. Moreover, our evaluations

include scenarios where the number of cars involved in the data collection gradually

increases from a sparse to a denser network, often absent in most previous works.

By doing so, we can give a broader and more dynamic view of the baseline routing

protocols’ performance trend.

4.3 The Simulation Setup

The Opportunistic Networking Environment (ONE) simulator [121] was used to evalu-

ate the VDTN-based data collections’ networking performances. Here, we apply three

KPIs for the performance evaluation, namely Delivery Probability, Average Latency,

and Overhead Ratio already described in the previous chapter.

The city of Helsinki’s map, a standard map in the simulator, with a land area size of

approximately 9 km2, was used to set up the city data collection scenario. We proposed

a delay-tolerant environmental monitoring system that acquires data from 37 wireless

sensors which are spaced almost evenly every 500 meters to each other in the city.

Data from those stationary wireless sensors in the environment need to reach one of 5

available Internet Point-of-Presences (PoPs) strategically placed along the bus routes.

The mapping of the simulation is shown in Figure 4.2. We assume the wireless sensor

to be limited in terms of available energy, i.e., battery-powered or energy harvesting.

Therefore, they can only perform a basic data forwarding mechanism, such as the

First-Contact routing, to transmit data only to the first in-range vehicle.
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Figure 4.2 – The Simulation Map

We use the term Vehicles Density to represent the average number of vehicles per

km2 in the city during the entire simulation. It aims to give a measure to di�erent

tra�c conditions in a city. Moreover, with several sets of simulation scenarios, we

increase the number of cars involved in the data collection, while the number of buses

remain the same. The cars involved are from 3 to 90, and 2 buses for each route make

up the total of 4 buses assisting in the data collection. They represent the vehicles

density value from 0.33 to 10 vehicles per km2. One of the PoP is positioned at the

city center where most of the tra�c converges, while four PoPs are positioned at each

end of the two bus routes. In this setting, a bus will pass at least two PoPs as they

move along their route, while there are no guarantee that cars will encounter one. On

the other hand, the benefit of utilizing cars is that they can go to various places in the

city and opportunistically pick up data from in-range sensors, which is not the case

for buses. With the understanding of the trade-o�, we aim to observe some baseline

routing protocols’ networking performance in this setting and find the gap for future

refinement. In the simulation, we repeat each scenario five times, each with identical

sensor and PoP placement, but vary the initial position and mobility of cars and buses.

We then calculate the average of all results for the performance comparison.

Each sensor has a ZigBee wireless link profile with a 10 m communications range and

data rate of 250 kbps. We choose 10 m as a conservative value for ZigBee’s communi-

cation range to include the possibility of Non-Line-of-Sight (NLOS) signal propagation

condition between sensors and vehicles and even mimic indoor sensor placements. The
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sensors generate 10 bytes of data every 5 minutes over the first 7 hours of the 12 hours

total simulation duration. The data have a Time to Live (TTL) of 5 hours. The

10 bytes of data is for a single environmental data measurement described in [128].

We choose the ZigBee communication technology as an archetype of a short-range,

low-power sensor node operating on battery for months, even years. Each car, which

can be connected wirelessly to the sensor via their identical ZigBee link profile, has a

pseudo-random initial placement and mobility. For its V2X communications, the car

also has an ITS-G5 wireless link profile, with a 300 m communications range and data

rate of 6 Mbps. The PoPs have an identical ITS-G5 connection with the cars for data

retrieval, and each also has a direct link to the destination server. We configure 5 MB

of bu�er size for cars and buses, which enable unconstrained evaluation of the network-

ing performance. The number of cars in the scenario varied from 3 to 90, representing

an average cars density of 0.33 to 10 per km2. For the performance comparison of the

Spray & Wait with the other routing protocols, the binary mode with 6 as its number

of initial data copies is implemented. In the later detailed part of the Spray & Wait

simulations, we compared the routing protocol’s two modes with a varied initial num-

ber of message copies: 4, 6, and 8. All parameters and values used in the simulation

are provided in Table 4.2 at the end of this chapter.

4.4 Results and Discussion

In all the scenarios, the first in-range vehicle (car or bus) to the sensor will pick-up the

available data. The vehicle then carries and forwards the data based on the routing

protocol that they implement. We need to remember that the cars’ possibility to reach

the PoP is uncertain due to its random mobility setting, while the buses will always

encounter at least 2 PoPs along their route. In terms of delivery probability, data

carried by buses are desirable, but due to low coverage of the city by bus, data may

experience a longer waiting time at the sensor, which increases its latency. On the

other hand, cars may pick up data from the sensor more often, as statistically more

cars will be available in the city. But if the data is only carried by cars, then the

delivery probability will su�er, as there is the uncertainty whether it will reach one of

the PoP.

Furthermore, we need to emphasize on the dynamic proportion of vehicles involved

in the data collection, as it crucially relates to the KPI results’ interpretation. In our

scenario, buses are considered as the mobile network’s backbone, as PoPs are placed

along their routes. A constant number of buses, 4 in total, are deployed in all scenarios,

while the number of cars increases from 3 to 90. Hence, more buses are involved in the

network in the scenario with the least number of cars. The proportion of cars in the

network then gradually increases while the number of buses remains the same, changing

the ratio between vehicles with random and predetermined mobility. The e�ects of this

dynamics, combined with the di�erent mechanisms that each of the baseline routing

protocol deploys, are explained in the following discussion.
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Figure 4.3 – The Probability of Delivery Comparison

4.4.1 The Performance of The Baseline Routing Protocols

We first evaluate each routing protocol’s delivery probability and show their comparison

in Figure 4.3. It shows that when the cars density was low, i.e., sparse network,

the two single-copy approaches, the First Contact and the Direct Delivery, achieved

comparable delivery probability to the two multi-copy routing protocols, the Spray &

Wait and the Epidemic. But as the cars density increases, i.e., the network becomes

denser, their delivery probability begins to lag. Initially, we expected that the Epidemic

routing protocol would always outperform the other three routing protocols with its

maximum copies approach. Yet, surprisingly, the Spray & Wait’s delivery probabilities

are comparable to the Epidemic’s in all network densities. In the larger part, it was

because most of the undelivered messages were never transferred from sensors to in-

range vehicles until they ran out of TTL and dropped from the sensor’s bu�er. In

a smaller portion, the cause was the unsuccessful messages transfer from vehicles. It

turned out that in the intermittent connection with moving vehicles (vehicles with

vehicles or vehicles with stationary nodes), the limited contact duration and the number

of messages queuing for transmission in the bu�er diminished the advantage of having

maximum copies of messages in the network. It is possible that when vehicles’ bu�er

becomes flooded by Epidemic messages: there is a lower probability that a particular

message can be transferred in a brief window of contact between nodes (sensors, cars,

buses, and PoPs). Moreover, the faster the vehicle move, the narrower the transferring

window becomes. The dynamics highlighted that flooding the network with unlimited

data copies seems to give minor gain, if not none, in terms of delivery probability in

our scenario.

In the Direct Delivery routing, vehicles will keep all data they received from sensors

and only do the forwarding if one of the PoP is in the communication range. Therefore,

in our scenario, only data picked up by buses will have guaranteed delivery due to the
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PoPs placement, while data collected by cars will have none of the certainty. It explains

why this routing protocol’s delivery probabilities are the lowest, and even more so as

the cars density increases.

Figure 4.4 – The Average Latency Comparison

On the other hand, in the First Contact routing, the vehicle with the data will

always forward them to the first node (car, bus, or PoP) that it encounters. In this

approach, two mechanisms with opposite e�ects can take place in the data collection.

The first one is when the car forwards the data to an in-range bus, i.e., a condition

of guaranteed delivery, which is desirable. The second one is when the bus needs to

‘give up’ its data to a nearby car, i.e., cancellation of guaranteed delivery, which is

undesirable. Yet, despite this challenging dynamic, the results show that the First

Contact performs better than Direct Delivery in its probability of delivery. It turned

out that data picked up by cars from sensors will have a better chance of reaching one

of the PoP if it is opportunistically forwarded to the next in-range vehicle rather than

to being kept for direct delivery. The advantage becomes more significant if the car is

stationary for a long time; o�oading the data would increase its delivery chance.

In the Spray & Wait and Epidemic routing, with their multi-copies approach, the

vehicle with the data will forward them to all in-range nodes while also keeping the

original for direct delivery to the destination. It resulted in a higher delivery probability

as more paths are possible for the data to reach the PoPs. The results also show one

crucial aspect: the Spray &Wait’s Delivery Probabilities are comparable to those of the

Epidemic’s, hinting at the advantage of forwarding limited copies and the ine�ciency

of deploying maximum or greedy copying in the scenario.

Figure 4.4 compares the routing protocols in terms of the average latency. It shows

two opposite trends for majority of the routing protocols in relation to the available

number of cars in the network. The Direct Delivery routing protocol is the only excep-

tion to the trend.
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For the Direct Delivery routing, increases in the cars density are also accompanied

by increases in the average latency until it reaches around 90 minutes at a cars density

of 2 per km2. At that point, the average latency seems to come to its maximum value,

where it remains around 90 minutes, even with the increase in the cars density. In

the minimum car density of 0.33 per km2, Direct Delivery’s average latency is also the

lowest at 51.6 minutes. In interpreting this result, we need to relate to their low delivery

probability shown in Figure 4.3, of around 0.28 only. It should be noted that the average

latency is calculated only from the successfully delivered data. There are only 3 cars

in the entire network in this cars density, less than the number of buses, which is 4.

Therefore, there is a high probability that the delivered data were previously picked

up by buses, which then carry them to one of the PoPs along their route, causing the

lower average latency. As the cars density and the delivery probability increase, more

cars pick the data instead of buses. Consequently, the average latency is also going up

due to data being kept longer in cars with the Direct Delivery routing protocol. The

results also suggest a particular maximum value of average latency exists for the data

collection with this routing protocol, although it will undoubtedly depend on the car’s

mobility. Yet, with about 0.8 delivery probability at the highest cars density in our

scenario, there is merit for its implementation in denser networks for applications that

can tolerate a longer latency and an incomplete set of time-series data.

For the First Contact routing, although it has a di�erent forwarding mechanism

than the Direct Delivery, the average latency trend is quite similar at the lower cars

density, where increases in the density also lead to increases in the average latency due

to the same mechanism. The di�erence is that the trend reverses at a cars density

of 6 per km2 when the average latency starts to decrease with an increase in the cars

density. One important point can be noted in the case of minimum cars density of

0.33 per km2; the First Contact average latency of 59.9 minutes is higher than the

Direct Delivery. The higher average latency might be due to the undesirable e�ect

of buses ‘giving up’ their data to in-range cars, which we explained earlier. A more

advantageous mechanism would be for buses to keep their data until they reach one of

the PoPs, a gap that can be refined in a better routing protocol.

The two multi-copies routing protocols, the Spray & Wait and Epidemic, also show

a trend which is similar to that of the First Contact routing. They also di�er in the

way that they have lower average latency and the reverse in the trend for them starts

earlier at a cars density of 2 per km2. Figure 4.4 also shows that the Spray & Wait only

lagging the Epidemic slightly in terms of its average latency, particularly at the lower

cars density, even though it only deploys up to 6 copies of each data in the forwarding

process. It is a crucial advantage that will be highlighted further when discussing its

Overhead Ratio comparison with the Epidemic later on.

If we observe Figure 4.4 further and compare the Average Latency of the First

Contact and Spray & Wait, we can find that the First Contact’s Average Latency is

always higher (higher latency means worse) than Spray & Wait’s in all of the cars

densities. It is primarily due to the higher number of data copies that Spray & Wait

allowed to forward, which increases the possibility that one of the copy will reach a

PoP sooner.
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Interestingly, the dynamics are also influenced by the inclusion of buses in the data

collection network and how the Spray & Wait routing ‘accidentally’ harnesses their

potential. At a specific condition where a bus received a copy or copies of the data,

the two routing protocols behave di�erently. When a bus with First Contact routing

receives a single copy of data, there is no guarantee that it will keep the data until it

reaches one of the PoPs. As we pointed out earlier, there is the possibility that the bus

might forward the data to an in-range car before it encounters any PoPs. In contrast

to that, when a bus with Spray & Wait routing receives a copy or copies of data, it will

at least keep a copy for direct delivery, consequently elevating the delivery probability

and potentially minimizing the average latency. The ‘accidental’ behavior is a strength

that needs to be embedded into a better routing strategy for the specific data collection

purpose.

Figure 4.5 – The Overhead Ratio Comparison

Figure 4.5, on the other hand, captures each routing protocol’s networking cost in

terms of their overhead ratio. It shows contrasts between each routing protocol in the

single-copy and the multi-copies groups. In the single-copy group, the Direct Delivery

routing produces the lowest overhead ratio in all cars densities, a constant value of 2,

as the single-copy data forwarding only happens from sensors to cars or buses, and

then from cars or buses to one of the PoPs. On the contrary, the First Contact routing

showed an increase of overhead ratio as the network becomes denser. The strategy of

always forwarding the data to the next vehicle in-range makes the overhead ratio goes

up as more vehicles become available to receive the data. There is no restriction on

how many data forwarding processes can take place, until eventually the data reach

one of the PoPs. There is also no distinction on which vehicles to forward the data to,

which make the data transfer from buses to cars also possible. As described earlier, it

would be more e�cient if there is a distinction on which kind of vehicles to forward

to, e.g., buses which have higher delivery probability should not forward data to cars.
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The added logic will lead to lower average latency and overhead ratio, as well as higher

delivery probability.

We can also observe both similarity and disparity of the Overhead Ratio trend in

the multi-copies routing pair. Spray & Wait and Epidemic both experience an increase

in the Overhead Ratio as the number of cars grows in the network. The di�erence is

that the Spray & Wait’s Overhead Ratio seems to reach its saturation value of around

8 at a cars density of 2 per km2 and only has minor increases as the cars density goes

up. This dynamics occur because the Spray & Wait routing implements a limited

number of copies and, consequently, a limited number of forwarding strategy. Vehicles

only forward a limited number of data copies to other vehicles. Each vehicle then does

a direct delivery to one of the PoPs when only a single copy of the data remains in

their possession. Therefore, the so-called ‘wait’ mode limits the communication hops

and consequently reduces the Overhead Ratio. The opposite happens to the Epidemic,

where its Overhead Ratio goes up sharply as the cars density increases. The Epidemic

routing deploys unlimited data copies and communication hops strategy at the expense

of inundating the network with more overheads, even though it manages to achieve the

lowest Average Latency in a denser network. Indeed, the trade-o� will be a concern to

its scalability in an ever-growing network and this further emphasizes the advantage of

Spray & Wait’s limited-copies strategy.

Finally, from Figure 4.5, another revealing dynamics can be observed when we

compare the Overhead Ratio of First Contact and Spray & Wait routing. In a sparse

vehicular network, i.e., cars density of 0.33 to 2 per km2 in our scenario, First Contact’s

Overhead Ratios are lower than the Spray & Wait’s. While in a denser network, First

Contact’s Overhead Ratios surpass Spray & Wait’s, which only increases slightly. The

dynamics can be explained in the following text.

The First Contact deploys an unlimited amount of forwarding, i.e., number of hops,

until one of the PoPs is reachable. There are limited vehicles at a lower cars density

to forward the data. When one becomes in-range, only a single-copy is forwarded,

leading to a lower Overhead Ratio. Contrary, more vehicles are available at a denser

vehicular network to forward the single-copy of data and combined with the unlimited

forwarding strategy resulting in a higher Overhead Ratio. The Spray & Wait, on the

other hand, starts with 6 copies of each data available to be immediately forwarded

to in-range vehicles. Thus, even though the number of cars is limited, each vehicle

can forward more than one copy of the data in their ‘spraying’ phase and causing a

higher Overhead Ratio if compared to the First Contact. A reversal happens as the

cars density increases: vehicles with Spray & Wait strategy have a limited number of

hops, even though plenty of vehicles are available to receive data from them. As we

might recall, vehicles with this routing strategy can only forward copies until they are

left with the last copy of each data, when they stop ‘spraying’ and start their ‘wait’

phase and directly deliver to one of the PoPs. The limited hops dynamics resulted

in Spray & Wait’s lower Overhead Ratio when compared to First Contact’s in denser

networks.

To conclude, Table 4.1 summarizes the strengths and weaknesses of the four baseline

routing protocols when applied to the proposed data collection scheme.
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Table 4.1 – Summary of The Baseline Routing Protocols’ Strengths and Weaknesses

Routing Protocol Strengths Weaknesses
Direct Delivery * Fairly high Delivery Probability and

showing an upper-limit of Average Latency
in a denser network; might be applicable for
certain applications.
* Constant Overhead Ratio and the lowest
among the baseline routings, o�ering the
most e�cient network usage.

* Lowest Delivery Probability and highest
Average Latency among the baseline rout-
ings.

First Contact * Fairly high Delivery Probability and
shows a decreasing Average Latency as the
network become denser.

* Continuous increases in Overhead Ratio
as the network become denser.
* It does not have a mechanism to recog-
nize vehicles with predetermined mobility;
therefore, the single-copy of data might be
o�oaded to cars that have a lower proba-
bility of delivering them.

Spray & Wait * Tied-highest Delivery Probability (with
Epidemic) among the baseline routings and
shows a decreasing Average Latency as the
network become denser.
* Moderate Overhead Ratio with minor in-
creases as the network grows.
* The wait phase, when a forwarding vehi-
cle keeps at least a copy of the data, ’acci-
dentally’ ensures the direct delivery of the
data by vehicles with predetermined move-
ment.

* It does not have a mechanism to rec-
ognize vehicles with predetermined mobil-
ity; therefore, data that is already relayed
to vehicles with predetermined mobility
continue to be forwarded to cars with a
lower probability of delivering them, con-
sequently increasing the Overhead Ratio.

Epidemic * Tied-highest Delivery Probability (with
Spray & Wait) and the lowest Average La-
tency among the baseline routing protocols.

* Extremely high Overhead Ratio, which
will continue to increase in a growing net-
work.

4.4.2 The Performance of Standard and Binary Spray & Wait Rout-
ing Protocol

In the context of delay-tolerant applications, data that arrived several minutes or even

hours after its generation will still be useful. Some applications might not even require

the complete sets of the time-series data, i.e., a perfect delivery probability. But the

overhead ratio might be a parameter which is crucial as the number of connected-

objects increases and the network grows in a dense environment such as smart cities.

By considering these dynamics in the comparison above, we can see that Spray & Wait

routing has the potential to be implemented. It has a high delivery probability, a

moderate average latency, and a moderate overhead ratio in the evaluated simulation

scenario. The main drawback of Spray & Wait is that it shows an increasing overhead

ratio as the number of vehicles in the network increases, which can be an impediment

to its scalability in a large-scale implementation.

Figure 4.6, 4.7, and 4.8 present more detailed simulation results of Spray & Wait

routing. These simulations aim to show the dynamics of adding a di�erent number of

copies for each data in two di�erent Spray & Wait’s modes to the networking perfor-

mance. We also add the performance of the Epidemic routing protocol for comparison.

As explained in the previous chapter, the Spray & Wait routing has two modes of

operations: standard and binary. Figure 4.6 shows the probability of delivery of six

di�erent setups of the Spray & Wait routing: standard and binary mode with 4, 6, and

8 as its initial number of data copies; and the Epidemic’s for comparison. In all setups,

we can see that the two modes’ delivery probabilities are almost similar. The result

also shows that adding more data copies to the network does not significantly improves

the delivery probability; whereas the inclusion of more vehicles to the network does
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Figure 4.6 – The Standard and Binary Spray & Wait’s Probability of Delivery

improve it. Crucially, the figure also shows that even adding a maximum number of

data copies in the Epidemic routing does not give a meaningful advantage. It pushes

for the use of a limited multi-copies approach for the data collection.

Figure 4.7 – The Standard and Binary Spray & Wait’s Average Latency

The comparison for average latency is shown in Figure 4.7, where it shows that the

forwarding of more data copies leads to a minor decrease in average latency in a sparse

vehicular network. At a cars density of 1 per km2, the standard-4 mode is lagging

about 6 minutes from the binary-8 mode. The advantage becomes more significant as

the network grows, where at a cars density of 10 per km2, the gap in average latency
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Figure 4.8 – The Standard and Binary Spray & Wait’s Overhead Ratio

is about 10 minutes between those two setups. In comparing the standard and binary

mode, the advantage of the binary mode is more apparent in a sparse network, but it

becomes less significant in a denser one.

On the other hand, Figure 4.8 points out that the addition of more data copies leads

to increases in the Spray & Wait’s Overhead Ratio. The rise in Overhead Ratio from

the 4-copies mode to the 6-copies mode and the 6-copies to the 8-copies is about the

same: 2.5. The e�ect occurs while achieving only a minor decrease in average latency,

as shown in Figure 4.7. The comparison between the standard and the binary mode

indicates that the latter produces a slightly lower Overhead Ratio, i.e., the forwarding

or ‘spraying’ of more copies of data early in the network leads to a slightly lower network

usages.

4.5 Conclusion

This chapter presented the study on the performance comparison of four baseline

VDTN routing protocols in a unique ITS-assisted data collection setting in smart

cities. In the VDTN-based data collection scenario, several Internet Point-of-Presences

are available and strategically located in the city to assist in the data delivery from

connected-objects to the application server. We assessed the four routing protocols in

this specific scenario to identify gaps where performance can be improved. These pro-

tocols have su�cient diversity of mechanisms to forward data, giving plenty of insight

into their impact on the Key Performance Indicators. Furthermore, the inclusion of

two types of vehicles, each with their distinct mobility pattern, into the simulation,

also reveals some crucial forwarding dynamics.

The comparison between the baseline routing protocols showed that generally multi-

copies strategies perform better by o�ering higher delivery probability and lower av-
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erage latency. Their drawback was on the high overhead ratio that will burden the

network in a dense environment such as smart cities. Moreover, we also observed dif-

ferent trends in varying vehicles density, where in a sparse network, the single-copy

approaches actually have a comparable performance with the multi-copy strategy. It

was only when the network became denser that the advantage of forwarding limited

multi-copies data became apparent, suggesting implementing a di�erent routing strat-

egy based on the vehicular network density. Our work also emphasizes some gaps in

the routing strategies that can be refined for better performances.

Finally, all the baseline routing protocols evaluated in this study do not have a

mechanism to exploit the full potential of having vehicles with predetermined mobility

pattern, such as buses, in the data collection process. Therefore, the advantage of

having ITS infrastructures to assist in the system is also overlooked. Our performance

evaluation indicates the need to develop a routing protocol that recognizes and utilizes

the advantage of di�erent kinds of mobility in the field for data collection. Moreover,

the results show that for the specific purpose of data collection that we already dis-

cussed, a simple and e�cient routing protocol can be deployed for the delay-tolerant

data delivery, contrary to the implementation of sophisticated solutions that might be

resource-demanding and di�cult to standardize.
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Table 4.2 – Simulation Parameters and Values

Parameters Values

Map size 4.5 km x 3.4 km
Land area approximately 9 km2

Simulation time 12 hours
Simulation warm up time 200 s
Message generation window 7 hours
Message Time-to-Live (TTL) 5 hours
Messages created by sensors 3071

Sensors
Number of sensors 37
Movement model Stationary
Message size 10 B
Message generation interval 5 minutes
Bu�er size 64 KB
Interface type ZigBee link profile
Transmission range 10 m
Transmission rate 250 Kbps

Cars
Number of cars 3; 6; 9; 18; .. 72; 90 (corresponds

to cars density of 0.33 to 10 per
km2)

Movement model Random Waypoints & Shortest-
path Map-based

Movement speed 10 - 50 km/h
Stationary time at
waypoints between 1 - 120 min.
Bu�er size 5 MB
Interface#1 type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps

Buses
Number of buses 4 (2 for each route)
Movement model Fixed Waypoints & Shortest-

path Map-based
Movement speed 10 - 30 km/h
Stationary time at
waypoints between 10 - 20 sec.
Bu�er size 25 MB
Interface#1 type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps (Zigbee)
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps

Internet Point-of- Presence (PoP)
Movement model Stationary
Bu�er size 100 MB
Interface#1 type ITS-G5 V2I link profile
Transmission range 300 m
Transmission rate 6 Mbps
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5.1 Introduction

In the previous chapter, we already identified gaps in the baseline VDTN routing

strategies that potentially can be refined. In this chapter, we propose and evaluate

DC4LED (Data Collection for Low Energy Devices): a hierarchical VDTN routing

protocol, which intelligently takes into account several common features of mobility

in smart cities (e.g., buses, taxis, and cars), and hierarchically defines their role in

forwarding the data. We then evaluate the algorithm using a set of simulation scenarios

to acquire its baseline performances for an application-agnostic vehicle-based smart

city-wide data collection service.

5.2 VDTN Routing

In this section, we elaborate on the need for having a simple VDTN routing scheme.

Then we elaborate more on the proposed DC4LED routing protocol.

5.2.1 Routing Ecosystem

In our work, we focus on data collection in cities using VDTN routing protocols. Such

vehicular routing ecosystem is very heterogeneous, as we illustrate in Figure 5.1 and
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Figure 5.1 – Nodes Characteristics for the Data Collection

explain in the following discussion. The figure shows the data collection chain in a city

that starts from data generated by sensors, and then the data is routed using cars,

taxis, trams, etc., to an Internet PoP and then finally to a Server.

We argue that each of these steps in the routing chain has their own complexities and

constraints. For example, existing works assume routing using advanced strategies such

as the use of GPS information, use of an adaptive mechanism, or even social networking

information among vehicles [129][130]. However, the feasibility and practicality of such

adaptive strategies are arguably low. The adaptive mechanism may be implemented

in sensors as well as servers which in turn are dedicated equipment of the service.

However, as pointed out before, the standardization environment of ITS (Intelligent

Transportation System) is very complex. Thus, it is di�cult to assume that specialized

as well as intelligent cross-layer approaches will be easy to standardize in common cars.

Additionally, we also discuss that the behavior and mobility pattern of each entity is

di�erent, which in turn has an impact on routing protocol design. Therefore, we review

some of the entities below:

• Sensors: It has energy constraints, therefore, generally it can only perform simple

mechanisms. However, it is also probable that it can be designed to carry out

adaptive strategies such as forwarding multiple copies or adapting the routing

according to the type of vehicle encountered by it.

• Cars: One may envision that only general and simple routing schemes will be

standardized and implemented for common cars. Thus, we assume that cars will

only provide simple forwarding without necessarily using advanced information

such as that of GPS. Although positioning systems are being increasingly inte-

grated into cars, it will be di�cult to maintain an updated list of destination

locations, and to use GPS data to find the shortest route. Note that shortest

path in terms of distance may not always mean shortest path in terms of time.

Also, we notice that cars will have mobility patterns corresponding to a very few

trips per day, sometimes with very long stop times. Therefore, cars are not a

very reliable entity for forwarding data.

• Taxis: As taxis are operator controlled, one can assume that it will be possible

to implement some advanced routing schemes. Service provisioning business can

act as motivation for taxi operators. If we consider their mobility pattern, then
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taxis generally have multiple trips per day. The places visited range from random

places in the city to more specific area of interests and particular points such as

taxi stands. Thus forwarding data to taxis can have some advantages such that

they are more likely to visit many points in a city during the day.

• Buses: As with taxis, buses are also operator controlled and thus advanced rout-

ing can also be assumed here. Concerning the mobility, buses have a very deter-

ministic mobility pattern, unless there is congestion in the city. Therefore, buses

are a reliable DTN routing option as they visit fixed places and their trajectories

are very predictable.

• Trams: Trams are also operator controlled and thus advanced routing can also be

assumed here. It has a very fixed mobility pattern and therefore is also a reliable

DTN routing option, una�ected even by congestion, as it visits fixed places with

very predictable trajectory.

• PoP: It is the internet access point. One cannot assume it to be dedicated for

the data collection service. Hence, only general Internet routing may be assumed

here.

• Server: As server will already be dedicated, adaptive strategies can be assumed

here. For example, one can expect that the server can collect statistics and help

the nodes, when possible, to implement an adaptive routing. Note that this

adaptive strategy would assume a return channel towards the sensors. For now,

we assume that the data collection service is only one way, from the sensor to the

server. Thus, adaptation is left for future works.

5.2.2 DC4LED: A Hierarchical VDTN Routing Protocol

Most legacy routing approaches for VDTN such as Epidemic [101], Spray and Wait

[102], MaxProp [104], and PRoPHET [105] use the multiple-copy approach. However,

for such schemes, the work in [103] underlined the high network overhead caused by

the high number of redundant message copies.

Thus, here we propose DC4LED: a hierarchical VDTN Routing Protocol that im-

plements a single-copy forwarding strategy for a baseline evaluation of our approach.

The strategy sensibly takes into account common features of mobility in smart cities

such as buses with fixed routes and stops as well as taxi services and cars. The fact

that buses follow fixed routes makes it advantageous to deploy PoP along their path

which ensures that data will be forwarded to the central server. Cars and taxis, on the

other hand, can roam streets which are not passed by buses and can gather data from

sensors located close to any streets in the city. The main di�erence between cars and

taxis is in their stationary time during transit, where cars generally stop longer than

taxis. Thus, we can assume that taxis are more reliable to deliver data than cars. As

illustrated in Figure 1.1, sensors forward data to the first car, taxi or bus in its com-

munication range and discard copies of those data from their bu�ers to maintain only

a single copy on the network. Cars can then forward data to either taxi, bus, or PoP.

Taxis can forward data to the first bus or PoP they encounter. It cannot be guaranteed
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that the taxis will encounter a PoP. Thus, it is reasonable to make taxis forward data

to the first nearby bus to ensure delivery. Lastly, buses can directly deliver data to the

first PoP they meet along their route.

Algorithm 1: The DC4LED’s Forwarding Decision.
Initialize Nodes: Server.Level = 6; PoP.Level = 5; Tram.Level = 4; Bus.Level
= 3; Taxi.Level = 2; Car.Level = 1; Sensor.Level = 0;
Input: Connected NeighbourNode
while (CurrentNode.Level != 6) do

if CurrentNode.Level < NeighbourNode.Level then
forward message;

end
end

The Algorithm 1 describes the forwarding decisions of the simple Hierarchical Rout-

ing scheme. The idea is to statistically assign a level to the nodes in the city, instead

of having complex routing decisions and metrics. This level is based on their reliability

and capability to deliver the data to the Server. Note that a node does not forward the

data to another node if that node’s hierarchical level is inferior to the current node.

Thus, a tram or a bus will not forward the data to a taxi, etc. There may be some

missed forwarding opportunities due to this, but the idea is to keep forwarding decision

as simple as possible. The performance will be extensively studied later in this chapter.

In the algorithm, we include an example initialization of several node types. How-

ever, this list can change to include more nodes. Moreover, note that some types of

nodes may not exist. For example, there may be no Tram in a city. In that case, that

node type is simply skipped, and the algorithm still works normally. In this chapter,

we study only single copy approach of the algorithm. However, depending on the im-

plementation environment and the expected gain in the performances, one may add

multi-copy message forwarding on some or even all of the nodes. The nodes considered

will be the ones on which a more sophisticated routing can be deployed as compared to

the simple and general routing. The strategy will be considered in the later chapter.

5.3 The Simulation setup

An overview of our simulations is shown in Figure 5.2. It envisions a centralized

environmental monitoring system in the city of Helsinki, where 37 wireless sensors were

placed almost evenly in an area of about 9 km2. Each sensor is positioned approximately

500 meters from others which gave one sample of environmental data from 37 locations

in the city every 5 minutes.

Cars, taxis, and buses are equipped with V2X capabilities. They opportunistically

collect data from in-range sensors to be delivered to the first PoP they encounter,

which in turn relays data to a central server. We used two bus routes in the city, bus

routes 17 and 24, where a PoP is strategically placed at each end of bus routes. The

last PoP is positioned at the city center where tra�c usually converges, which in total
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Figure 5.2 – The Simulation Overview

makes 5 PoPs available to pick up data from cars, taxis, and buses. We evaluate the

performance of the Hierarchical VDTN Routing algorithm by using the Opportunistic

Networking Environment (ONE) simulator [121][131].

Table 5.1 at the end of this chapter provides all the parameters and values used in

the simulation. Sensors have a ZigBee radio-link (10 m communications range and data

rate of 250 kbps). They transmit data with the size of 1 kB every 5 minutes during

the first 7 hours of the 12 hours of total simulation time and each sensor has 64 kB of

bu�er size. Moreover, each data has a Time to Live (TTL) of 5 hours. Each car and

taxi with pseudo-random initial placement and shortest-path map-based movement has

two wireless interfaces. The first interface is a ZigBee radio-link identical with sensors,

and the second is an ITS-G5 radio-link (300 m communications range and data rate

of 6 Mbps) for V2X communications. Buses with predefined map-route mobility also

have two wireless interfaces identical to cars and taxis, but they have di�erent bu�er

size (5 MB for cars and taxis, and 25 MB for buses). They also di�er in the range of

speed (10 km/h to 50 km/h for cars and taxis, and 10 km/h to 30 km/h for buses).

The stationary time after arriving at the destination is 1 to 120 minutes for cars, 1 to 5

minutes for taxis, and 5 to 30 seconds for buses. Each PoP has two interfaces; the first

is an ITS-G5 radio interface identical to taxis and buses, and the second is a long-range

Wi-Fi (802.11a) interface (5 km in range and data rate of 100 Mbps) to connect to the

server. The server also has the same long-distance Wi-Fi (802.11a) radio connection

(5 km in range and data rate of 100 Mbps) to receive data from each PoP. We then

assess the performance with a fix number of taxis (9 taxis, correspond to an average

taxis density of 1 per km2) and an increasing number of cars roaming the city, from 9
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to 54 with an increase of 9 each time, which correspond to average cars density of 1

to 6 per km2. We run each scenario ten times with di�erent initial positioning of cars

and taxis in the city, and accumulate all results to come up with convincing trends.

Figure 5.3 – Comparison of Delivery Probability and Overhead Ratio

5.4 Results and Discussion

First, we present the comparison of our DC4LED routing with two of the baseline

VDTN routing protocols which represent the two extreme ends of the DTN routing

family: First-Contact (FC) which is a single-copy strategy [100] and Epidemic (EP)

which is a multiple-copy flooding strategy [101]. Both can be categorized as blind for-

warding approach. The only increased complexity of DC4LED as compared to both

is the process of di�erentiating the node level to forward the messages hierarchically.

Figure 5.3 and 5.4 compare DC4LED to FC and EP. The results are shown with

increasing value of car density. It can be seen that in di�erent scenarios, DC4LED

performs better than FC and almost similar to Epidemic in terms of delivery proba-

bility. By comparing the average latency, DC4LED is seen to have 4 minutes higher

latency, on an average, as compared to Epidemic. The result is expected as Epidemic

uses flooding, which however has a disadvantage in that it wastes network resources.

Flooding also leads to the circulation of multiple redundant copies in the network which

is apparent in Figure 5.4. It shows the overhead to be highest for Epidemic and lowest

for the proposed DC4LED scheme. We also need to point out the communications
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Figure 5.4 – Comparison of Average Latency

overhead for the DC4LED scheme only increased slightly with the increasing number

of vehicles, in contrast to the two baseline routings. This fact is advantageous for the

scalability of DC4LED’s implementation.

Figure 5.5 – The Delivery Probability and Average Latency

Furthermore, we also summarize three Key Performance Indicators (KPI) for the

DC4LED Routing: the message delivery probability, the average latency, and the aver-
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Figure 5.6 – The Dropped Messages Percentage and Distribution

age dropped messages. Figure 5.5 contains three separate graphs, where the first part

shows that a high delivery probability of 0.92 could already be reached when car den-

sity is 1 per km2. The positive trend continues when the car density increases further.

It also shows the decreasing trend of messages delivery latency from about 55 minutes

with a car density of 1 per km2 to about 47 minutes when car density increased to 6

per km2. In terms of the distribution of latency, the figure illustrates that messages

spent much of the time waiting for pick up in sensors’ bu�er when car density was low,

and it decreases as more vehicles were in range to pick up messages. It can also be

seen that latency values in cars, taxis, and buses were more or less constant. Moreover,

it also shows that DC4LED only contributes to the latency in the forwarding decision

between cars, taxis, buses, and PoPs, while the latency in sensors is a function of the

availability of vehicles to pick up data. Furthermore, the fact that we only include a

fixed number of taxis, buses, and PoPs in the simulation points toward the high possi-

bility of improvement for the KPI with increasing number of involved taxis and buses

for the data collection and by deploying more PoPs.

Figure 5.6 mainly emphasizes the e�ect of cars’ density on the percentage of dropped

messages. Dropped messages start at almost 8% when cars’ density is only 1 per km2

and fall slowly to 3% as the density reaches 6 per km2. The figure also gives the

distribution of dropped messages by nodes where it points out that most of the drops

happen in sensors and that the drops decrease as more cars are in proximity to gather

messages. Note that the dropped messages are in decimal as each value was averaged

over ten simulation runs.

The last two figures provide more insight into the dynamics of data collections in

the city, where colors and the size of blobs emphasize values of average latency and

percentage of dropped messages at each sensor. The statistical snapshots were averaged
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Figure 5.7 – The Average Latency Mapping

Figure 5.8 – The Dropped Messages Mapping

over all mobility scenarios. Figure 5.7 shows average latency values between sensor

locations, where generally most sensors located in the outer part of the city had higher

latency compared to ones installed in the inner area, with the exception for sensors

that had proximity to a bus route. The latency value was as high as 119.12 minutes
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in one part of the city and as low as 3.28 minutes in another location. There are also

some sensors located in the inner city which did not encounter enough mobility while

also out-of-range from the nearest bus route, which caused high latency. It emphasizes

the disparity in mobility which a�ects KPI in di�erent parts of the city, and that each

sensor may have to adapt to di�erent data pick up patterns.

Figure 5.8 illustrates the average percentage of dropped messages for all mobility

scenarios, and it gives a contrast of percentages between sensors in di�erent locations.

The drops can be as high as 51% in one location and can be none in some other areas.

Sensors in this low mobility places will need to have other strategies or even other

connectivity such as LPWAN. Further observation showed that drops are primarily

caused by messages reaching its Time-to-Live (TTL) of 5 hours. In our scenario, where

one message of size 1 kB is generated every 5 minutes, 64 KB of bu�er size in each

sensor proved to be su�cient to hold messages for more than 5 hours. This fact shows

the relation between the required sensors bu�er size and the TTL parameter which

reflect the user-defined data usefulness period.

5.5 Conclusion

In this chapter, we proposed and evaluated the performance of DC4LED: a hierarchical

VDTN routing scheme for a vehicle-based data collection in smart cities. It is a single-

copy message delivery strategy, coupled together with the basic understanding of public

vehicles’ mobility to form a hierarchical data forwarding mechanism. Simulations show

that it has a low network overhead which is advantageous for its implementation scala-

bility. It can also achieve high data delivery probability even in a low vehicles density.

Indeed, several improvements can be made by various steps to reduce the latency, such

as to expand the network by the inclusion of more bus routes, the inclusion of more

taxis and buses, and the deployment of more PoPs in the city.

We argued that the complexity of existing VDTN routing schemes is not necessary

for the kind of data collection service we envisioned in smart cities. Due to our strong

but realistic assumptions for the service that we have in mind, our much simpler mech-

anism almost reached the performance of epidemic routing with a very low network

overhead.

The results also point out that low vehicular density led to high latency and high

drop rates on sensors, while the routing between cars, taxis, and buses maintained

low latency and low drops. Geographical mapping also gives insight into the disparity

of vehicular mobility experienced by sensors related to location, which emphasizes the

need to deploy additional mechanisms, or even added technologies, to alleviate the data

collection challenges in some remote part of the city.
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Table 5.1 – Simulation Parameters and Values

Parameters Values

Map size 4.5 km x 3.4 km
Land area approximately 9 km2

Simulation time 12 hours
Simulation warm up time 200 s
Message generation window 7 hours
Message Time-to-Live (TTL) 5 hours
Messages created by sensors 3071

Sensors
Number of sensors 37
Movement model Stationary
Message size 1 kB
Message generation interval 5 minutes
Bu�er size 64 kB
Interface type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps

Cars
Number of cars (9, 18, ... ,54) correspond to cars density of:

(1, 2, ... , 6) per km2

Movement model Shortest-path map-based
Movement speed 10 - 50 km/h
Stationary time at destination between 1 - 120 minutes
Bu�er size 5 MB
Interface#1 type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 link profile
Transmission range 300 m
Transmission rate 6 Mbps

Taxis
Number of taxis 9, correspond to taxis density of 1 per km2

Movement model Shortest-path map-based
Movement speed 10 - 50 km/h
Stationary time at destination between 1 - 5 minutes
Bu�er size 5 MB
Interface#1 type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 link profile
Transmission range 300 m
Transmission rate 6 Mbps

Buses
Number of bus routes 2
Number of buses 4 (2 for each route)
Movement model Map-route
Movement speed 10 - 30 km/h
Stationary time at destination between 5 - 30 seconds
Bu�er size 25 MB
Interface#1 type ZigBee link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 link profile
Transmission range 300 m
Transmission rate 6 Mbps

Internet Point-of-Presence (PoP)
Number of PoPs 5
Movement model Stationary
Bu�er size 1 GB
Interface#1 type Wi-Fi (802.11a) link profile
Transmission range 5 km
Transmission rate 100 Mbps
Interface#2 type ITS-G5 link profile
Transmission range 300 m
Transmission rate 6 Mbps

Server
Number of server 1
Movement model Stationary
Bu�er size 1 GB
Interface type Wi-Fi (802.11a) link profile
Transmission range 5 km
Transmission rate 100 Mbps
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6.1 Introduction

In the previous chapter, we proposed the DC4LED routing protocol and evaluated its

performances for an application-agnostic vehicle-based data collection service. The Zig-

Bee short-range wireless technology was used for communications between the sensors

and vehicles. Even though the hierarchical routing protocol showed good performances,

there were high drop rates from sensors in some secluded areas due to lack of connec-

tions between the sensors and vehicles. This is one of the challenge that we try to

resolve in this part of our work.

On the other hand, the development of innovative applications for smart cities has

been made possible by the rise of Internet of Things. One such area of novel applications

is for a city’s situational viewing and surveillance. Stationary image sensors or low cost

cameras can be installed throughout the city to capture images for direct display or

further analysis. Such a system can provide services such as detection of a crowded

area, information for tourists, tra�c jam detection, snow build-up detection, weather

check and emergencies, among others. Note that the image quality required for each

application may vary. For some types of services, even low-resolution images might

be adequate, for example: di�erentiating between crowded and not so crowded area,

distinguishing between tra�c jam and regular tra�c, weather check or to recognize

the snow build-up on the road. On the other hand, high resolution images may be
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required when counting the number of people or vehicles, estimating the amount of

snow build-up, or even: conducting face recognition.

In this chapter, we propose and evaluate the implementation of our DC4LED rout-

ing protocol for a citywide image and data collection service based on VDTN, as il-

lustrated in Figure 6.1. To address the challenge in the lack of connections between

the sensor cameras and vehicles, we present the implementation of the ITS-G5 wireless

technology and compare it to the utilization of ZigBee. We study the networking per-

formances in terms of the delivery ratio, the average latency and the size of images that

can be transported. Furthermore, we discuss ways to further increase the performances

of the image and data collection service.

Figure 6.1 – The VDTN-Based Image and Data Collection Scheme Overview

6.2 Related Works

Previous works in [132] and [133] have developed an image collection solution that uti-

lized o�-the-shelves components to gain flexibility and modularity. They implemented

LoRa technology for low-power and long-range communications. Their solution, which

requires a dedicated access network, can only transmit an image of size up to 1200 bytes

every one hour, to be within the duty-cycle limitation set by ETSI. The limitations of

LoRaWAN is further discussed in [124]. Therefore, this solution cannot be adopted for

applications which need to transport larger images with higher frequency for viewing

or image analysis. In our work, we propose a solution which can deliver images or data

with larger sizes within minutes of their generation by the sensor camera.

On the works utilizing ZigBee, the implementation of the technology for smart

metering is presented in [134] where it concluded that communications between devices
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ranging more than 25 meters can significantly harm the reliability. In [135], the authors

presented their proof-of-concept for the feasibility of ZigBee’s data collection solution

using a vehicle as a mobile sink. They also pointed out certain limitations for the ZigBee

implementation in specific applications, which necessitates some improvements. Our

work will push further the capability of the technology to deliver larger size of data or

images.

For the ITS-G5, an experimental analysis of the technology presented in [136]

concluded that V2V communications without noticeable decrease in bit rate can be

achieved if the distance is not exceeding 300 m in urban area. Furthermore, the tech-

nology have also been utilized in [137] for a successful V2V video transmission. It

demonstrated that on an average of 4 Mbps bandwidth is achievable for exchanging

video during car overtaking scenario. Therefore, related to our work, transferring

larger-size images from stationary sensor cameras to vehicles and from vehicles to ve-

hicles is also feasible.

In the previous chapter, we concluded that for small-sized sensor data, such as

environmental data measurements, the DC4LED routing protocol could be utilized. It

showed high performances for collecting data needed by the delay-tolerant applications

in smart cities. However, we also observed that disparity of vehicle’s mobility a�ects

data collection from sensors in some areas of the city. In some parts of the city, a large

amount of data from sensors were extremely delayed before they were gathered by

passing vehicles. Some data even had to be dropped due to exceeding its time-to-live

(TTL) or overflowing the sensor’s bu�er.

Image collection scenario is di�erent. Most importantly, the data size will be rel-

atively higher and such sensor cameras may have bigger bu�er capacity as well as

equipped by a broader range of networking technologies. Therefore, in this chapter, we

move forward with the performance evaluation of the VDTN routing protocol for the

collection of larger-sized image or data coming from the sensor cameras.

6.3 The VDTN-Based Image and Data Collection Service

In designing the VDTN-based image and data collection service, some criteria and

trade-o�s should be taken into consideration before choosing the network solution to

implement. The first criteria could be the data latency that can be tolerated by the

application. Some applications need to receive data in real-time or near real-time, and

some others can tolerate higher latency (i.e. delay-tolerant). The second is the band-

width of the network available to transfer the corresponding resolution of images from

the sensor cameras. In this criteria, solutions such as the Long Range Wide Area Net-

working (LoRaWAN) will have a disadvantage that they only support low bandwidth

unsuitable for transporting images. The third is the cost incurred by the network uti-

lization, where networks such as cellular networks may incur extra cost. Nevertheless,

given the cost of integrating cellular communication capability in connected-objects and

the cost of the communications, a few works explore the usage of LoRaWAN network

to transport images [132, 133].

In this part of our work, we focus on two wireless communication technologies: the

ZigBee and ITS-G5 for opportunistic networking. Both technologies, as well as the
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Table 6.1 – Specifications of The Communications Technologies

Specifications Link Technologies
IEEE 802.15.4 (Zig-
Bee)

IEEE 802.11p (ITS
G-5)

LoRaWAN

Type of networks Opportunistic Opportunistic Centralized
Communication Range -
Urban (max)

100 m 1 km 5 km

Data Transfer Rate (max) 250 kbps 6 Mbps 50 kbps
Size of a single image that can be forwarded
1.2 KB Yes Yes Yes
12 KB Yes Yes No
120 KB No Yes No
1.2 MB No Yes No

LoRaWAN, have been discussed in the previous chapter. In Table 6.1, we emphasize

their specifications for delivering images with parameter values corresponding to their

respective standardization. It also shows specifications of LoRaWAN for comparison.

The table also includes four types of image sizes which we later use in our evaluation.

The smallest image size of 1.2 KB is the size of images that can be delivered using LoRa,

as discussed in the previous section. The largest image size is calculated from a 640x480

32 bpp raw RGBA color image, which divided by 8 bits makes it 1200 KB or 1.2 MB in

size (of course, with compression, higher resolution images can be assumed, but we still

consider sizes up to 1.2 MB in this study). By assuming 10:1 JPEG compression ratio

for the raw image, we arrive at the size of 120 KB, and compressing it further with the

same ratio makes the image size to be 12 KB. We then devise two sets of simulation

scenarios based on the available bandwidth for the two technologies in focus. The goal

is to study the size of images the technology can deliver in the context of VDTN.

In the context of VDTN, the DC4LED is a routing protocol that implements a

simple hierarchical routing scheme proposed in the previous chapter. The DC4LED’s

complete forwarding algorithm is shown in Algorithm 1, also explained previously. The

idea is to statistically assign a level to the various types of node in the city, instead of

having complex routing decisions and metrics.

We devise two scenarios for the VDTN-based image and data collection performance

evaluation. In scenario 1, all sensor cameras equipped with ZigBee communication link

can transmit images with the size of 1.2 KB and 12 KB to in-range vehicles. For V2V

communications, we assume that ITS-G5 communication is used. By means of V2V the

communication, the data is then forwarded using the DC4LED’s routing protocol. The

image is then forwarded until it reaches one of the Internet Point-of-Presence (PoP) and

then onto the central server. We do not include image sizes of 120 KB (approximately

960 Kb) and 1.2 MB (approximately 9.6 Mb) for the simulation in scenario 1, because

ZigBee’s available bandwidth will be much smaller than that is required to forward this

size of image or data.

In scenario 2, all sensor cameras are assumed to be equipped with the ITS-G5 V2I

communication link. They can transmit images with the size of 1.2 KB, 12 KB, 120 KB

and 1.2 MB to in-range vehicles. Similar to scenario 1, the ITS-G5 V2V communication

link and the DC4LED routing protocol are also deployed for the image delivery from
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Figure 6.2 – The Simulation Overview

vehicles to the central server. In this case, we assume that sensor cameras in the city

are connected to a power source and thus have su�cient energy. Moreover, they should

have larger bu�er size for storing high-resolution images.

6.4 The Simulation Setup

We evaluate the performance by using the Opportunistic Networking Environment

(ONE) simulator [121][131]. An overview of our simulations is shown in Figure 6.2. It

illustrates centralized situational monitoring in the city of Helsinki, where 37 wireless

image capturing cameras are placed almost evenly in an area of about 9 km2. Each

camera is positioned approximately at 500 meters of other cameras which gave one

image data from 37 locations in the city every 5 minutes.

Cars, taxis, and buses equipped with V2X capabilities then opportunistically collect

data from in-range sensors to be delivered to the first PoP they encounter, which in

turn relays data to a central server. We implement the DC4LED routing algorithm for

forwarding the data hierarchically. We assume two bus routes in the city, bus routes

17 and 24, where a PoP is strategically placed at each end of bus routes. The last PoP

is positioned in the city center, where tra�c usually converges. This in total makes 5

PoPs available to pick up data from cars, taxis, and buses.

Table 6.2 at the end of this chapter provides the parameters and values used in

the simulation. Each data packet has a Time to Live (TTL) of 5 hours. We assume
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each sensor camera has enough bu�er size to store all data that it generates during

the simulation, to make sure that we solely evaluate the network performances. Each

car and taxi with pseudo-random way-points and shortest-path map-based movement

has two wireless interfaces. Buses with predefined way-points and routes also have two

wireless interfaces identical to cars and taxis in each scenario, but they have di�erent

speed range: 10 km/h to 50 km/h for cars and taxis, and 10 km/h to 30 km/h for buses.

The stationary time after arriving at each way-point (or bus stop in the case of buses)

is 1 to 120 minutes for cars, 1 to 5 minutes for taxis, and 5 to 30 seconds for buses.

We also provide enough bu�er size for each type of vehicle to store all data generated

by all sensor cameras during the simulation. Each PoP has two interfaces; the first is

an ITS-G5 V2I radio interface to connect to cars, taxis, and buses, and the second is

a long-range Wi-Fi (IEEE 802.11a) on 5 GHz band, point to point interface (5 km in

range and data rate of 300 Mbps) for the link to the server. Such specifications are

found in some commercial products 1. The server also has the same long-range Wi-Fi

(IEEE 802.11a) radio connection (5 km in range and data rate of 300 Mbps) to receive

data from each PoP. We then assess the performance with an increasing number of cars

and taxis with similar proportion, from 1 car and 1 taxi, which corresponds to vehicles

density of 0.22 per km2, to 45 cars and 45 taxis, which corresponds to vehicles density

of 10 per km2. We run each scenario ten times with di�erent initial positioning of cars

and taxis in the city, and accumulate all results to come up with convincing trends.

6.5 Results and Discussion

Results presented in this section show the overall performance of the VDTN based

image and data collection. The focus is on the two technologies implemented in sensor

cameras to connect to the vehicular networks. Remember that our research question is

to find out: up to what sizes of image and data can be transported using VDTN with

di�erent link technologies?

Figure 6.3 shows the delivery probability and the average latency for the collection

of 1.2 KB and 12 KB size images with increasing vehicles density. The figure also

emphasizes the performance di�erence between ZigBee and ITS-G5 V2I implementation

in the sensor camera. Generally, the part showing the probability of delivery illustrates

an increasing trend when more vehicles are involved in the data collection.

In scenario 1, where sensor cameras use ZigBee to connect to vehicles, comparison

between 1.2 KB and 12 KB image collection shows lower probability of delivery for the

larger data size. This is due to the longer contact duration needed between sensors

and vehicles to successfully forward larger data, i.e., the probability of successful data

transfer in a short duration of contact will be higher for smaller data size. The contact

duration is directly related to the vehicle’s speed, where higher speed means shorter

contact duration. The figure also shows that with higher vehicular density, where the

number of slower moving vehicles is also statistically higher, a larger data size can be

delivered more successfully. In term of the average latency, Figure 6.3 shows the trends

of decreasing latency with the increasing vehicles density. Comparison between 1.2 KB

1https://greentech-electronics.com/product/ens500/.
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Figure 6.3 – The Delivery Probability and Average Latency for 1.2 KB and 12 KB
Data Size (ITS-G5 results are almost the same)

and 12 KB data sizes also emphasizes that forwarding larger data introduces higher

latency.

In scenario 2, where sensor cameras use ITS-G5 V2I to connect to vehicles, com-

parison between 1.2 KB and 12 KB size image collection shows minor di�erence in the

probability of delivery and average latency. The performance is almost the same due

to the much larger bandwidth available for forwarding the image compared to the size

of the image itself. Therefore, in Figure 6.3, the ITS-G5’s line-graphs for image sizes

of 1.2 and 12 KB are superimposed to each other.

Lastly in Figure 6.3, we can also observe the di�erence in performance caused by

ZigBee and ITS-G5 V2I utilization in the sensor cameras. The figure shows that ITS-G5

connection (scenario 2), with its longer communications range and higher bandwidth,

provides higher probability of delivery and lower average latency than ZigBee. The

di�erence in performance is more apparent in a low vehicles density, for example: in

the collection of 1.2 KB images and vehicles density of 0.22 per km2, the ITS-G5

probability of delivery is already as high as 0.89, while for ZigBee it is only 0.54. The

probability is even worse for ZigBee for the collection of 12 KB images, where the
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value is as low as 0.31. The average latency for ITS-G5 implementation is shown to

be below 10 minutes during high vehicular density, which might be suitable for some

delay-tolerant applications requiring lower latency.

Figure 6.4 – The Percentage of Data Drop and Distribution of Latency - ZigBee Sensors
to Vehicles Link

Figure 6.4 emphasizes the percentages of data drop and the latency distribution

for scenario 1, where the sensor cameras are connected via ZigBee, for the smallest

image size of 1.2 KB. The line graphs which represent percentages of data drop, show

two statistics. The line graph on top illustrates the percentages of data being dropped

out of all 3071 data instances generated during the simulation. It shows a high drop

percentages of 46.45% during the lowest vehicular density. The drop percentage de-

creases as the vehicle density increases. The drop percentages are as low as 0.13%

at the highest vehicle density simulated. Furthermore, the line graph in the middle

shows the percentages of data being dropped by sensors, out of all dropped data. The

value is very high, 98.51% at the lowest vehicular density, and continues to be higher

than 90% up to a vehicular density of 6 per km2, even though the overall data drop

decreases significantly. This is mainly due to the short communication range o�ered

by the technology, which limits the number of contacts with vehicles and also shortens

the contact duration.

The bar graph in Figure 6.4 shows the distribution of average latency for the success-

fully delivered data from sensors to the central server in scenario 1. It shows significant

data latency in sensors as compared to latency while being carried in vehicles. At the
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lowest vehicular density, data need to wait 71.29 minutes on an average in the sen-

sor camera’s bu�er, before any vehicle is in the range to pick-up data. The latency

decreases as more vehicles become available to collect data, but the latency at sensor

camera’s bu�er continues to be higher than the latency in vehicles.

Figure 6.5 – The Delivery Probability and Average Latency for 120 KB and 1.2 MB
Data Size

Figure 6.5 shows the delivery probability and the average latency of scenario 2. In

scenario 2, sensor cameras use ITS-G5 V2I to connect to vehicles, for the collection of

120 KB and 1.2 MB images with increasing vehicular density. It shows a higher delivery

probability and lower latency as compared to ZigBee’s performance shown before. This

is thanks to the ITS-G5’s longer communication range between sensors and vehicles.

At the lowest vehicular density of 0.22 per km2, the probability of delivery is already

at 0.89 with an average latency slightly below 40 minutes. A comparison between 120

KB and 1.2 MB images transmission shows only slight di�erences in performance, i.e.,

of around 3 minutes lower average latency at the lowest vehicular density. As more

vehicles are involved in the image collection, the probability of delivery becomes higher

and the average latency gets lower, reaching slightly below 10 minutes at a vehicular

density of 10 per km2.

Figure 6.6 emphasizes the percentages of data drop and the latency distribution for

the second scenario with the image size of 120 KB. It reveals more on the dynamics

of the image collections process. On the percentages of data drop, we can observe a

low value of 10.66% as compared to 46.45% for the ZigBee’s implementation shown in
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Figure 6.6 – The Percentage of Data Drop and Distribution of Latency - ITS-G5 Sensors
to Vehicles Link)

Figure 6.4 at the same vehicular density of 0.22 per km2. The percentage of data drop

by sensors is still dominant at a lower vehicular density, which continues to decrease as

the density increases. The same trend can be seen for average latency, where predomi-

nantly the latency occurs in sensors before the vehicular density reaches 4 per km2. At

a vehicular density of 4 per km2, when perfect delivery is reached, the average latency

trend is reversed. At that point, the latency that occurs in sensors become lower than

the latency in vehicles, particularly in taxis and buses. This shows that, given su�-

cient opportunities, data from sensors can be forwarded to vehicles faster than the data

being forwarded from taxis and buses to PoPs. This points out that further latency

reduction is possible by adding more PoPs in the city, naturally along the bus routes.

The fact that only 2 bus routes with 4 buses are included in the simulation also opens

the possibility to further reduce the latency by involving more buses and routes to the

data collection process.

By reviewing all results, we can observe the dynamics due to di�erent data sizes

from sensors, connection bandwidth between sensors and vehicles, and their commu-

nication ranges. A combination of larger data size, lower connection bandwidth, and

shorter communication range leads to lower performances, while smaller data size,

higher connection bandwidth, and a higher range of communication produces higher

performances. This is important for planning the networking part of the data collec-

tion, to achieve the desired performance of the planned application. Furthermore, as

communication technologies embedded in objects are usually deployed specifically for a
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given set of usages/applications, their networking capabilities are more or less already

fixed.

As a final note, in future it is highly likely that the vehicles will embark multi-

ple technologies in order to cope with heterogeneous objects and needs. Thus, some

technologies can be used in an adaptive way according to their performance in given

situations. Another example is that some technologies like LoRaWAN can be used as

a fallback solution. When in remote places the images are not being forwarded due

to low vehicular density, then either just the meta-data or very low resolution may be

forwarded using LoRaWAN. Such minimal data might still be useful depending on the

nature of the application.

6.6 Conclusion

In this chapter, we presented and analyzed the DC4LED routing protocol performances

for a VDTN-based image or data collection service with two possible technologies to

link sensor cameras with vehicles. Based of the simulation results, the routing pro-

tocol and the implementation of technologies such as ZigBee and ITS-G5, are able to

forward low-resolution images or data with high delivery probability, provided enough

vehicles are involved in the collection process. On the other hand, high-resolution

images can only be forwarded by utilizing the ITS-G5 technology with its higher band-

width and longer communications range. Moreover, those ITS-G5’s characteristics

proved to be crucial in maximizing the delivery probability and minimizing the aver-

age latency, thus broadening the possibility of services that can be supported by the

VDTN-based scheme. Furthermore, the trend in network performances are consistent

with our findings in the previous chapter: the DC4LED routing protocol can provide

good performances with low network overheads. This in turn is advantageous for its

implementation scalability.

Indeed, some solutions need to be devised to raise performance in the case where

some areas of the city might experience low vehicular density and mobility. One possible

strategy to address such issue could be to provide a mechanism for the sensor camera

to forward critically-delayed images with its lower resolution through alternative means

of communications with the server.

Finally, we need to realize that there might be security and privacy concerns with

image capture depending on the type of application. They are beyond the scope of our

current work. Nevertheless, in the case of public applications, one way to deal could

be to blur the images of people and other sensitive information as is done in some

street-view, map applications. Moreover, in our network-based approach, end-to-end

security is enforced through encryption directly between the object and the server.
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Table 6.2 – Simulation Parameters and Values

Parameters Values

Map size 4.5 km x 3.4 km
Land area approximately 9 km2

Simulation time 12 hours
Simulation warm up time 200 s
Message generation window 7 hours
Message Time-to-Live (TTL) 5 hours
Messages created by cameras 3071

Sensor Cameras
Number of cameras 37
Movement model Stationary
Message size 1.2 KB, 12 KB, 120 KB, or 1.2 MB
Message generation interval 5 minutes
Bu�er size 128 KB, 1.28 MB, 12.8 MB, or 128 MB
Interface type ZigBee or ITS-G5 V2I link profile
Transmission range 10 m (ZigBee) or 300 m (ITS-G5)
Transmission rate 153 Kbps (ZigBee) or 4 MBps (ITS-G5)

Cars & Taxis
Number of cars & taxis (1, 3, 6, 9, ... ,45), correspond to vehicles den-

sity of (0.22, 0.67, 1.33, 2, ... , 10) per km2

Movement model Random Waypoints & Shortest-path Map-
based

Movement speed 10 - 50 km/h
Stationary time at each waypoint

Cars between 1 - 120 minutes
Taxis between 1 - 5 minutes

Bu�er size 5 MB, 50 MB, 500 MB, or 5 GB
Interface#1 type ZigBee or ITS-G5 V2I link profile
Transmission range 10 m (ZigBee) or 300 m (ITS-G5)
Transmission rate 153 kbps (Zigbee) or 4 Mbps (ITS-G5)
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 4 Mbps

Buses
Number of bus routes 2
Number of buses 4 (2 for each route)
Movement model Fixed Waypoints & Shortest-path Map-based
Movement speed 10 - 30 km/h
Stationary time at each waypoint between 5 - 30 seconds
Bu�er size 5 MB, 50 MB, 500 MB, or 5 GB
Interface#1 type ZigBee or ITS-G5 V2I link profile
Transmission range 10 m (ZigBee) or 300 m (ITS-G5)
Transmission rate 153 kbps (Zigbee) or 4 Mbps (ITS-G5)
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 4 Mbps

Internet Point-of-Presence (PoP)
Number of PoPs 5
Movement model Stationary
Bu�er size 5 GB
Interface#1 type Wi-Fi (IEEE 802.11a) on 5 GHz band link pro-

file
Transmission range 5 km
Transmission rate 300 Mbps
Interface#2 type ITS-G5 V2I link profile
Transmission range 300 m
Transmission rate 4 Mbps

Server
Number of server 1
Movement model Stationary
Bu�er size 5 GB
Interface type Wi-Fi (IEEE 802.11a) on 5 GHz band link pro-

file
Transmission range 5 km
Transmission rate 300 Mbps
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7.1 Introduction

In the previous chapters, we have discussed and evaluated the performance of some

baseline routing protocols for VDTN. We also proposed and evaluated a single-copy

hierarchical VDTN routing protocol named DC4LED for data collection in smart cities.

Results in Chapter 5 show that the DC4LED single-copy routing protocol achieves a

high data delivery probability, which is comparable to the Epidemic routing protocol.

It also produces a low network overhead which is advantageous for its implementation

scalability, contrary to a much higher network overhead e�ectuated by the Epidemic

routing protocol.

We note that our findings in Chapter 4 also suggested that the limited multi-

copy strategy, as implemented by the Spray & Wait routing protocol, also has the

potential to improve the KPIs further. Thus, in this chapter, we extend the capability

of the DC4LED routing protocol by incorporating the multi-copy approach into the

hierarchical forwarding strategy. We evaluate its performance in a denser smart city’s

data collection network scenario and highlight the trade-o� between the single-copy

and multi-copy strategy. We also provide detailed results and discussions underlining

various dynamics in each stage of the data collection process.
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Here, we use the term ‘dense’ in the VDTN-based data collection network to empha-

size the high number of sensors from where the data is gathered, which is in hundreds

and even thousands, while also representing the high number of vehicles involved in the

data forwarding process. Currently, the deployment of the dense data collection net-

work in smart cities has become a norm. Some implementation examples have already

been detailed in the previous chapter, such as in the city of Santander [80], Antwerp

[81], and Porto [82].

7.2 The DC4LEDx Hierarchical Routing Protocol

The DC4LED multi-copy mechanism is an extension of the single-copy version of the

hierarchical routing protocol presented in the previous chapter. Here, we add the multi-

copy strategy by incorporating some of the Binary Spray & Wait routing protocol

approaches while preserving and expanding DC4LED’s hierarchical forwarding nature.

To further emphasize the e�ect of the hierarchical forwarding strategy, we involve four

types of vehicles in our scenarios: car, taxi, bus, and tram. As commonly known,

cars and taxis usually do not have predetermined routes, while buses and trams do.

Moreover, taxis tend to be on the move more frequent than cars. Algorithm 2 details

the forwarding decisions of the extended DC4LED routing protocol, instinctively named

DC4LEDx, which we explain in the following.

The DC4LEDx routing protocol can be deployed in a single-copy or multi-copy

mode. In the single-copy mode, a node can only forward a single copy of messages to

a vehicle with higher hierarchical level until those messages can be forwarded to one of

the available PoPs for delivery to the server. To recall, the notion of hierarchy refers

to the level that we arrange all types of nodes in the data collection network based on

their mobility and probability of data delivery to the server.

In the multi-copy mode, the first vehicle that receive a single copy of a message

from a sensor will have a specified maximum number of copies (L) in its messages

counter. When a vehicle encounters another vehicle or a PoP, the general rule of

hierarchical forwarding applies, where it can only forward to a vehicle or node with

higher hierarchical level. For the forwarding of messages to a vehicle with higher

hierarchical level, the rounded up value of L/2 copies are transferred to the receiving

vehicle, while the originating vehicle keeps the rounded down value of L/2 copies.

However, an exception is added to buses’ and trams’ forwarding strategy. As both

types of vehicles will encounter a PoP along their routes, they need to receive only one

copy of messages instead of L/2 copies. Furthermore, a lower hierarchical level vehicle

which already forwards messages to a bus, a tram, or a PoP will also reset its counter

to zero for that particular message, as those messages can be considered as delivered.

Both strategies aim to decrease the network load.

Beside the message forwarding to vehicles with higher hierarchical level, the multi-

copy mode of the DC4LEDx allows the forwarding to vehicles with the same hierarchical

level, specifically for cars and taxis, due to the fact that their numbers will be statisti-

cally high in a denser vehicular network. Therefore, a car is allowed to forward a single

copy of messages to another car, and a taxi to forward to another taxi. The exception
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Algorithm 2: Pseudo-code for The DC4LEDx’s Hierarchical
Forwarding Decisions
Result: A message is forwarded to a correct receiving node, with the correct value of its

copies counter
Initialize Nodes:

Sensors always generate a single copy of a message
In multi-copy mode, the first mobile node to pick up a message from a sensor
will start with L as the predefined maximum value of the message copies counter

Server.Level = 6; PoP.Level = 5; Tram.Level = 4; Bus.Level = 3;
Taxi.Level = 2; Car.Level = 1; Sensor.Level = 0;
DC4LEDx.mode = Single-copy or Multi-copy ;
DC4LEDx.maxCopiesCtr = L (for multi-copies mode only);

Input: A connected NextNode which currently does not have the current Message in its
bu�er

while ThisNode.Level != 6 (Server) do
if (DC4LEDx.mode == Single-copy) and (ThisNode.Level < NextNode.Level) then

NextNode.MessageCopiesCtr = 1 ;
ThisNode.MessageCopiesCtr = 0 ;
forward Message and NextNode.MessageCopiesCtr ;

end
if (DC4LEDx.mode == Multi-copy) then

if (ThisNode.Level < NextNode.Level) then
if ThisNode.Level == 0 (Sensor) then

NextNode.MessageCopiesCtr = L;
ThisNode.MessageCopiesCtr = 0 ;
if NextNode.Level == 3 or 4 or 5 or 6 (Bus/Tram/PoP/Server) then

NextNode.MessageCopiesCtr = 1 ;
ThisNode.MessageCopiesCtr = 0 ;

end
end
if ThisNode.Level ! = 0 (other than Sensor) then

NextNode.MessageCopiesCtr = ThisNode.MessageCopiesCtr / 2
(roundedUp);

ThisNode.MessageCopiesCtr = ThisNode.MessageCopiesCtr / 2
(roundedDown);

if NextNode.Level == 3 or 4 or 5 or 6 (Bus/Tram/PoP/Server) then
NextNode.MessageCopiesCtr = 1 ;
ThisNode.MessageCopiesCtr = 0 ;

end
end
forward Message and NextNode.MessageCopiesCtr ;

end
if (ThisNode.Level == NextNode.Level) then

if ThisNode.Level == 1 or 2 (Car/Taxi) then
if ThisNode.MessageCopiesCtr > 1 then

NextNode.MessageCopiesCtr = 1;
ThisNode.MessageCopiesCtr = ThisNode.MessageCopiesCtr - 1;
forward Message and NextNode.MessageCopiesCtr ;

end
end

end
end

end
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also aims to mitigate the possibility of messages being held for a long period in station-

ary cars or taxis while they wait for in-range vehicles with higher hierarchical level. In

the case where a stationary car or taxi has more than one copy of messages, they will

be able to forward one copy to other cars or taxis and keep the remaining copies for

next forwarding opportunities. In such encounter, the chances that the receiving cars

or taxis are in motion are high, which could increase the probability of those messages

being transferred to vehicles with higher hierarchical level and eventually PoPs faster.

7.3 Performance Evaluation

In this section, we first describe our simulation setup for evaluating the performances

of the DC4LEDx routing protocol for dense data collection networks in a smart city.

Then, we detail the proportion of vehicles involved in the forwarding processes and

explain our assumptions.

Figure 7.1 – The Simulation Map of The VDTN-Based Dense Data Collection System

7.3.1 The Simulation Setup

Once more, we used the ONE Simulator to evaluate the performances of the VDTN-

based data collection scheme. We also focus our evaluation on three KPIs: the delivery

probability, the average latency, and the overhead ratio.
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We utilize the city of Helsinki’s map with a land area size of approximately 9 km2

to set up the dense data collection scenarios. One thousand low-energy wireless sensors

are deployed randomly along the streets in the city, while 14 Internet Point-of-Presences

(PoPs) are strategically placed to collect data from passing vehicles along the four buses

and two trams routes. Figure 7.1 illustrates the complete simulation mapping.

We assume that the low-energy wireless sensors use small batteries or energy har-

vesting technology for their energy sources. Therefore, they can only execute a basic

data forwarding mechanism, such as transmitting data only to the first in-range vehicle,

similar to the First-Contact routing protocol.

Each sensor has a wireless link profile with a 10 m communications range and 250

kbps data rate achievable by either ZigBee or BLE technology. We choose a conservative

value of 10 m for the communication range to include the possibility of Non-Line-of-

Sight (NLOS) signal propagation condition between sensors and vehicles, and even

mimic indoor sensor placements. The sensors generate 10 bytes of data every 30 minutes

over the first 7 hours of the 12 hours total simulation duration. The data have a Time

to Live (TTL) of 5 hours. Once again, we assume the 10 bytes of data is for a single

environmental data measurement described in [128]. The wireless connection profile

can be achieved by either ZigBee or BLE communication technology, an archetype of

the short-range, low-power sensor node designed to operate on battery for months, even

years. Each car and taxi can communicate using wireless technologies to the sensor via

their identical wireless link profile, and they have a pseudo-random initial placement

and mobility during the course of the simulation. For V2X communications, all cars

and taxis are equipped with the ITS-G5 communications capability, allowing a 300

m communications range and 6 Mbps data rate. Each PoP has an identical ITS-G5

connection with the vehicles for data retrieval while also equipped with a direct wireless

link to the destination server. All parameters and values used in the simulation are

provided in Table 7.7, at the end of this chapter.

Table 7.1 – The Proportion of Vehicles in The Simulation Scenarios

Vehicles
Density
(per km
sq.)

Number of
Trams

Number of
Buses

Number of
Taxis

Number of
Cars

Total
Number of
Vehicles

0.44 1 1 1 1 4
1 1 2 2 4 9
2 2 4 4 8 18
5 4 7 11 23 45
10 4 7 26 53 90
15 4 7 41 83 135
20 4 7 56 113 180
25 4 7 71 143 225

7.3.2 The Proportion of Vehicles in The Data Collection Scenarios

Here again, we use the term Vehicles Density to represent the average number of

vehicles per km2 in the city during the entire simulation. The vehicles density gives
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a measure to di�erent tra�c conditions in a city. For example, the densest vehicular

network in our simulation corresponds to 25 vehicles per km2, which we consider as an

achievable number in today’s cities.

Our goal in the simulation is to observe how the routing strategies perform with

an increase in the density of vehicles, i.e., the number of vehicles in the network, and

how these dynamics will a�ect the KPIs. Therefore, we devise simulation scenarios

where the vehicular density increases from 0.44 per km2 up to 25 per km2. As shown in

Table 7.1, we started the simulation with only one vehicle per type of vehicle: a tram,

a bus, a taxi, and a car; which in a city area of 9 km2 represents an average vehicle

density of 0.44 per km2. We then increase the number of vehicles proportionally with

the assumption that the number of vehicles which we set to have a random mobility

(cars and taxis) will be higher than the number of vehicles with predetermined routes

(buses and trams). Moreover, we go up to a maximum of 11 buses and trams to be

deployed as the core of the vehicular network. While for the cars and taxis, we continue

to increase their number proportionally until their total number reaches 214 vehicles.

In doing so, we aim to distinguish their impact on the KPIs for the single-copy as

compared to the multi-copy strategy.

7.4 Results and Discussion

In the previous chapters, we presented the message latency as an average total latency

during the entire propagation of messages, from their generation at sensors to their

delivery to the server. In this chapter, we divide the average total latency into the

average latency at sensors and the average latency at vehicles. It aims to give a clearer

overview on the dynamics of data pick up from sensors by vehicles. Based on that we

discuss possible solutions to improve the routing performance. Moreover, with that, we

are also able to present a more precise performance evaluation of the routing protocol

itself. We are able to analyze the message forwarding from vehicles to vehicles as well

as to the supporting infrastructures.

For the performance comparisons, we simulate each scenario with four di�erent

DC4LEDx message replication strategies, in terms of number of copies: the single-

copy strategy (labelled DC4LED-1), the 2-copies strategy (labelled DC4LED-2), the

4-copies strategy (labelled DC4LED-4), and the 8-copies strategy (labelled DC4LED-

8). As explained previously for the DC4LEDx routing protocol’s forwarding decision:

when a message has been successfully transferred from a sensor to a vehicle, there is

a maximum value (L) for that message copy counter based on the message replication

strategy in use. Therefore, 1 is the maximum value in DC4LED-1 (i.e., single-copy), 2

for DC4LED-2, 4 for DC4LED-4, and 8 for DC4LED-8.

7.4.1 The Sensors to Vehicles Data Forwarding Dynamic

The first exchange of data during the entire data collection process happens between

sensors and vehicles. In our scenario, the stationary sensors wait for in-range vehicles

to pick-up their messages.

Figure 7.2 illustrates the percentage of messages successfully transferred from sen-

sors to vehicles. As expected, the percentage is very low in the lowest vehicles density:
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Figure 7.2 – The Percentage of Messages Successfully Transferred from Sensors to
Vehicles

only 39.78% at the vehicles density of 0.44 per km2. The percentages gradually in-

creases as more vehicles are involved in the data collection, where it reaches 97.19% at

the vehicles density of 25 per km2.

Figure 7.3 – The Average Latency at Sensors

Several solutions can be devised to increase the probability of data being picked-up

from sensors in conditions where the vehicles density are low. One solution could be

to include more types of mobility to the data collection system, such as pedestrians,

cyclists, and motorcyclists. In very isolated sensor locations, a direct communication

technology such as Low-Power Wide Area Networks (LPWAN) can also be deployed

82



to ensure data delivery. Another solution might be to utilize specialized Unmanned

Aerial Vehicle (UAV) to periodically fly over the remote locations to gather data.

Furthermore, the Average Latency at Sensors is shown in Figure 7.3. The value is

about 85 minutes at the lowest vehicles density of 0.44 per km2. The average latency

decreases as the vehicles density increases, where it reaches about 20 minutes at the ve-

hicles density of 25 per km2. The figure also shows that there are only small di�erences

in the average latency between the four DC4LEDx’s message replication strategies at

the same vehicles density.

Figure 7.4 – The Percentage of Messages Delivered by Vehicles to The Server

7.4.2 The Vehicles to Vehicles Data Forwarding Dynamic

Once messages are successfully transferred from sensors to vehicles, it is the task of the

VDTN routing to deliver them to the destination.

Figure 7.4 shows that the percentage of messages delivery by vehicles with the

DC4LEDx routing protocol are very high, even in the lowest vehicles density of 0.44

per km2. The percentages are above 99% in all vehicles densities, and are getting closer

to perfect delivery as the vehicles density increases. It highlights the high performance

of the DC4LEDx routing protocol in delivering the messages to their destination re-

gardless of the number of message copies it deploys. It turns out that within the 5

hours of the messages Time-to-Live (TTL) that we set for the scenario, almost all of

messages are being received by the server. Indeed, we can expect a lower delivery

percentage if a lower TTL is applied, e.g., when the receiving application requires a

stricter data freshness period. The trade-o� between the DC4LEDx single-copy and

multi-copy strategies are more in term of their Average Latency and Overhead Ratio,

which will be discussed in the later section.

Figure 7.5 highlights the Average Latency at Vehicles, where it shows the expected

trend where the latency continue to decrease as the vehicles density increases. The
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Figure 7.5 – The Average Latency at Vehicles

latency is about 177 seconds in the lowest vehicle density and reaches about 37 seconds

for the DC4LEDx 8-copies at the highest vehicles density. We can also observe how the

single-copy and the multi-copy strategies di�er in term of average latency, particularly

as the vehicular network becomes denser. At the lower vehicles density, the number of

encounters between vehicles is very low such that the number of connections available

to forward multiple copies of a message is also very limited. In those kinds of situa-

tions, the advantage of deploying multi-copy strategy is very small as shown by the

small di�erences in the value of average latency for the single-copy and the multi-copy

strategy. In the vehicles density of 0.44 per km2, the average latency values are the

same for the single-copy and all the multi-copy approaches. The di�erence is about

7 seconds at the vehicles density of 1 per km2, and about 12 seconds in the vehicles

density of 2 per km2.

As the vehicles density increases, more connection opportunities are available for

the forwarding of each copy of messages between vehicles. However, only the multi-

copy strategies can utilized those multiple available connections for relaying copies of

each messages which consequently increase the probabilities of faster delivery. At the

vehicles density of 5 per km2 in Figure 7.5, the gap in latency between the single-

copy and the 2-copies is about 37 seconds. Moreover, the gap among the multi-copy

strategies also becomes more apparent as the vehicles density increases. The di�erence

is only about 3 seconds between the 2-copies and the 8-copies approach at the vehicles

density of 5 per km2, which then increases to about 23 seconds at the vehicles density

of 25 per km2.

Figure 7.5 also emphasizes the limitation of the DC4LED’s single-copy strategy in

term of the average latency at higher vehicles density. It shows that starting from the

vehicles density of 15 per km2 onward, the average latency cannot decrease any fur-

ther, even though the vehicles density is increasing. The static hierarchical forwarding

strategy, only from the lower hierarchy vehicles to the higher ones, together with the
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single forwarding path for each message, impedes the latency reduction with only a

single-copy strategy.

Table 7.2 – An Example of Messages Delivery History with The DC4LEDx 1-Copy
Routing at Vehicles Density of 5 per km2

No.
Message
ID

Originating
Node

Destination
Node

Hop
Count

Latency at
Vehicles
(seconds)

Delivery Path

1
sensor-
736-01800

Sensor736 Server0 3 65.5
Sensor736 -> Car1042 -> PoPL12 ->
Server0

2
sensor-
736-03600

Sensor736 Server0 3 66.6
Sensor736 -> Car1042 -> PoPL12 ->
Server0

3
sensor-
736-05400

Sensor736 Server0 4 67.7
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

4
sensor-
736-07200

Sensor736 Server0 4 67.6
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

5
sensor-
736-09000

Sensor736 Server0 4 67.1
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

6
sensor-
736-10800

Sensor736 Server0 4 250.5
Sensor736 -> Car1056 -> Taxi1028 ->
PoPM13 -> Server0

7
sensor-
736-12600

Sensor736 Server0 3 39.5
Sensor736 -> Taxi1035 -> PoPB2 ->
Server0

8
sensor-
736-14400

Sensor736 Server0 4 110.1
Sensor736 -> Taxi1035 -> Tram4a1015
-> PoPB2 -> Server0

9
sensor-
736-16200

Sensor736 Server0 3 528.7
Sensor736 -> Taxi1029 -> PoPB2 ->
Server0

10
sensor-
736-18000

Sensor736 Server0 4 4.0
Sensor736 -> Taxi1028 -> Tram4b1016
-> PoPL12 -> Server0

11
sensor-
736-19800

Sensor736 Server0 3 192.3
Sensor736 -> Taxi1036 -> PoPA1 ->
Server0

12
sensor-
736-21600

Sensor736 Server0 3 55.0
Sensor736 -> Taxi1032 -> PoPA1 ->
Server0

13
sensor-
736-23400

Sensor736 Server0 4 265.8
Sensor736 -> Taxi1030 -> Tram4a1015
-> PoPL12 -> Server0

Average Latency at Vehicles (seconds) 136.95

Table 7.2 and Table 7.3 show examples of messages delivery history from a single

sensor (Sensor736) at a vehicles density of 5 per km2. They aim to highlight di�erences

in the message forwarding dynamic imposed by the DC4LEDx 1-copy and 2-copies

strategy, which ultimately a�ects the delivery latency. During the entire 12 hours of the

simulation period, each sensor generated 13 unique messages. In the case of Sensor736,

all of its generated messages were successfully delivered to the server. However, the

DC4LEDx 2-copies strategy delivered those messages on average 53.3 seconds faster

than the DC4LEDx 1-copy strategy, which is calculated from the di�erence in the

average latency at vehicles shown at the bottom row of each table.

As previously explained, the DC4LEDx Single-copy strategy only forwards messages

to vehicles or nodes with higher hierarchical level to increase their delivery probability,

as only a single copy of each messages is being forwarded. The strategy is appar-

ent about the path that each messages take to reach the destination, as detailed in

Table 7.2. On the other hand, the DC4LEDx Multi-copy strategy imposes an added

exception that cars can forward messages to other cars, and taxis to other taxis. It

aims to utilize more of the available connections to further increase messages delivery

probability and to achieve faster delivery. Therefore, the delivery path for each message

in the Multi-copy strategy might be di�erent than the Single-copy strategy, as shown

in Table 7.3.
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Table 7.3 – An Example of Messages Delivery History with The DC4LEDx 2-Copies
Routing at Vehicles Density of 5 per km2

No.
Message
ID

Originating
Node

Destination
Node

Hop
Count

Latency at
Vehicles
(seconds)

Delivery Path

1
sensor-
736-01800

Sensor736 Server0 4 53.5
Sensor736 -> Car1042 -> Car1045 ->
PoPA1 -> Server0

2
sensor-
736-03600

Sensor736 Server0 4 54.7
Sensor736 -> Car1042 -> Car1045 ->
PoPA1 -> Server0

3
sensor-
736-05400

Sensor736 Server0 4 67.6
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

4
sensor-
736-07200

Sensor736 Server0 4 68.2
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

5
sensor-
736-09000

Sensor736 Server0 4 67.3
Sensor736 -> Car1045 -> Tram4b1016
-> PoPB2 -> Server0

6
sensor-
736-10800

Sensor736 Server0 4 250.7
Sensor736 -> Car1056 -> Taxi1028 ->
PoPM13 -> Server0

7
sensor-
736-12600

Sensor736 Server0 4 25.3
Sensor736 -> Taxi1035 -> Taxi1034 ->
PoPM13 -> Server0

8
sensor-
736-14400

Sensor736 Server0 4 0.4
Sensor736 -> Taxi1035 -> Taxi1026 ->
PoPM13 -> Server0

9
sensor-
736-16200

Sensor736 Server0 4 83.1
Sensor736 -> Taxi1029 -> Taxi1033 ->
PoPM13 -> Server0

10
sensor-
736-18000

Sensor736 Server0 4 4.2
Sensor736 -> Taxi1028 -> Tram4b1016
-> PoPL12 -> Server0

11
sensor-
736-19800

Sensor736 Server0 4 103.7
Sensor736 -> Taxi1036 -> Taxi1032 ->
PoPB2 -> Server0

12
sensor-
736-21600

Sensor736 Server0 3 55.0
Sensor736 -> Taxi1032 -> PoPA1 ->
Server0

13
sensor-
736-23400

Sensor736 Server0 4 253.8
Sensor736 -> Taxi1030 -> Bus14b1020
-> PoPM13 -> Server0

Average Latency at Vehicles (seconds) 83.65

An example can be seen from history #1 on each table, where the delivery history

of a message with the ID: sensor-736-01800 is shown. In Table 7.2, we can see that

the message followed the path of Sensor736-> Car1042-> PoPL12-> Server0 with a

latency value of 65.5 seconds between vehicles. However, as shown in Table 7.3, the

same message arrived at the server 12 seconds faster via another path: Sensor736->

Car1042-> Car1045-> PoPA1-> Server0. The timeline di�erence between the two

paths that the message took can be observed further in Figure 7.6.

Figure 7.6 illustrates the timeline di�erences between the two DC4LEDx’s forward-

ing strategies. It shows that 54.3 minutes after the particular message generated,

Car1042 was in-range to receive the message from the sensor. In the scenario where

the DC4LED 1-copy routing is deployed, Car1042 carry a single-copy of the message

for 65.5 seconds before it can communicate and forward the message to one of the

PoP. By the fact that the car carried the message directly to the PoP means that it

encounter none of the higher hierarchy vehicles, such as a taxi, a bus, or a tram during

those period. On the other hand, in the scenario where the DC4LED 2-copies routing is

implemented, the timeline shows that Car1042 actually encounter another car, which

is Car1045, after 52.6 seconds carrying the message. As Car1042 has 2 copies of the

message, it can forward one copy to Car1045 while continue to carry the other copy

for the next forwarding opportunity. It turned out that after only 0.9 seconds carrying

a copy of the message, Car1045 has an earlier opportunity to transfer it to an in-range

PoP. The example shows how the multi-copy approach is able to reduce the latency by

utilizing the availability of di�erent delivery paths in the vehicular networks.

As we compare further all the messages delivery history in Table 7.2 and Table 7.3,

we can see that 7 out of 13 messages reach the server via alternate paths for the
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Figure 7.6 – An Example of Messages Delivery Timeline for The DC4LEDx 1-Copy
and 2-Copies Routing at Vehicles Density of 5 per km2

DC4LED 2-copies strategy: as seen in the delivery histories numbered #1, #2, #7,

#8, #9, #11, and #13. The most significant latency reduction can be observed in

the delivery history #9 for the message with the ID: sensor-736-16200, where the

DC4LEDx 2-copies strategy managed to reduce the latency at vehicles by 445.6 seconds.

The rest of the messages delivery, shown by the delivery history #3, #4, #5, #6,

#10, and #12, follow similar paths with the DC4LEDx 1-copy strategy. It is possible

that those paths are the fastest delivery paths available, or that there are no other

existing delivery paths for those messages during the simulation period. Interestingly,

for the majority of those message deliveries, the DC4LEDx 2-copies approach’s latency

are slightly higher than the latency of the DC4LEDx 1-copy strategy. Even though

the di�erence in latency are less than a second, it is valuable to investigate for possible

future refinement.

An example of the dynamics is shown in Table 7.4 and Table 7.5, where they

detail the complete forwarding history of the message with the ID: sensor-736-07200,

previously presented in the delivery history #4 within Table 7.2 and Table 7.3.

Table 7.4 shows the forwarding history of a single-copy of message sensor-736-

07200. Row #1 in the table details the creation of the message by Sensor736 at

7200.2 seconds into the simulation, with Server0 as its destination. Row #2 shows
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Table 7.4 – The Complete Forwarding History of The Message sensor-736-07200 with
The DC4LEDx 1-Copy Routing at Vehicles Density of 5 per km2

No. Status Message ID Time
Originating

Node
Destination /

Receiving Node

1 CREATED sensor-736-07200 7200.2 Sensor736 Server0

2 TRANSFERRED sensor-736-07200 10318.6 Sensor736 Car1045

3 TRANSFERRED sensor-736-07200 10319.1 Car1045 Tram4b1016

4 TRANSFERRED sensor-736-07200 10386.2 Tram4b1016 PoPB2

5 TRANSFERRED sensor-736-07200 10386.4 PoPB2 Server0

that 10318.6 seconds into the simulation, i.e. almost 52 minutes after the message

generated, Car1045 is in-range to receive the message. After carrying the message for

only 0.5 seconds, Car1045 forwards the message to Tram4b1016, which then carries

the message for 67.1 seconds before o�oading it to PoPB2 for delivery to the server.

Hence, only a single path exists: Sensor736-> Car1045-> Tram4b1016-> PoPB2-

> Server0, as the DC4LEDx single-copy strategy only permits the forwarding of a

single-copy of messages in the network.

Table 7.5 – The Complete Forwarding History of The Message sensor-736-07200 with
The DC4LEDx 2-Copies Routing at Vehicles Density of 5 per km2

No. Status Message ID Time
Originating

Node
Destination /

Receiving Node

1 CREATED sensor-736-07200 7200.2 Sensor736 Server0

2 TRANSFERRED sensor-736-07200 10318.6 Sensor736 Car1045

3 TRANSFERRED sensor-736-07200 10319.0 Car1045 Car1043

4 TRANSFERRED sensor-736-07200 10319.3 Car1045 Tram4b1016

5 TRANSFERRED sensor-736-07200 10386.8 Tram4b1016 PoPB2

6 TRANSFERRED sensor-736-07200 10387.0 PoPB2 Server0

7 TRANSFERRED sensor-736-07200 11090.8 Car1043 Taxi1033

8 TRANSFERRED sensor-736-07200 11091.3 Taxi1033 Bus14a1019

9 TRANSFERRED sensor-736-07200 11093.5 Bus14a1019 PoPA1

Table 7.5, on the other hand, shows the forwarding history of the same message,

sensor-736-07200, but with the DC4LEDx 2-copies routing as its forwarding strategy.

The history of the message creation and the first transfer to a vehicle are similar to the

single-copy approach, as shown in Row #1 and Row #2 of the table. The di�erence is

that this time Car1045 can forward 2 copies of the message instead of one. Row #3

and #4 of the table show that Car1045 transfers the first copy to Car1043 at 10319.0

seconds and the second copy to Tram4b1016 at 10319.3 seconds. It turns out that

during that period, Car1045 had at least two contacts or connections: to Car1043 and

to Tram4b1016, which could be requested simultaneously or consecutively. However,

in the single-copy strategy, as detailed in Table 7.4, the forwarding from Car1045 to

Car1043 is not permitted because the single-copy strategy only forwards messages to

higher hierarchy vehicles. Therefore, with the single-copy strategy, only the transfer

from Car1045 to Tram4b1016 took place. With only one transferring process for each

message in the single-copy strategy, it take less waiting time for the next transfer to
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be executed. In the example, the transfer from Car1045 to Tram4b1016 happened 0.2

seconds earlier for the DC4LEDx 1-copy strategy, due to the fact that the DC4LEDx

2-copies strategy needs to execute an earlier transfer from Car1045 to Car1043. The

lag in latency accumulates over the remaining hops which leads to a total of 0.6 seconds

higher latency for the 2-copies approach. Furthermore, coincidentally for the DC4LEDx

2-copies strategy, the earlier message forwarding to Car1043 leads to a path that arrives

to a PoP 706.7 seconds later than the path through Tram4b1016. Therefore, only the

earliest delivery through the path: Car1045 ->Tram4b1016 ->PoPB2 ->Server0 is

counted as a completed delivery, while the incomplete forwarding via the path: Car1045

->Car1043 ->Taxi1033 ->Bus14a1019 ->PoPA1 is then regarded as an overhead.

The routing performances in term of their overhead ratio will be covered in a later

discussion.

Those examples show that the extra forwarding processes handled by the DC4LEDx

Multi-copy strategy impacts the latency values. The added processes influence the

performance by increasing the message delivery latency very slightly, particularly in

special cases where the single-copy and multi-copy strategy utilize a similar path for

the earliest message delivery. However, as we already observed previously, the overall

latency reduction from having multiple forwarding paths outweigh the added latency

in these special cases.

Table 7.6 – An Example of Messages Forwarding History by Car1045 with The
DC4LEDx 2-Copies Routing at Vehicles Density of 5 per km2

No. Status Message ID Time
Sending
Node

Receiving
Node

Sender
Location

Receiver
Location

1 TRANSFERRED sensor-736-05400 10318.9 Car1045 Car1043
(1706.33,
408.08)

(1510.71,
412.50)

2 TRANSFERRED sensor-736-07200 10319.0 Car1045 Car1043
(1706.73,
408.35)

(1510.71,
412.50)

3 TRANSFERRED sensor-736-09000 10319.1 Car1045 Car1043
(1707.13,
408.62)

(1510.71,
412.50)

4 TRANSFERRED sensor-736-05400 10319.2 Car1045 Tram4b1016
(1707.53,
408.88)

(1798.43,
393.96)

5 TRANSFERRED sensor-736-07200 10319.3 Car1045 Tram4b1016
(1707.93,
409.15)

(1798.85,
394.57)

6 TRANSFERRED sensor-736-09000 10319.4 Car1045 Tram4b1016
(1708.33,
409.42)

(1799.27,
395.17)

To further understand the inter-vehicle contact dynamics, Table 7.6 presents a

small portion of the forwarding history by a vehicle already discussed above, Car1045,

with the DC4LEDx 2-Copies at the vehicles density of 5 per km2. The table in-

cludes the vehicles’ positions during the message transfer which reveal their move-

ment. From the table we can observe that the sending node (Car1045) is in-motion,

while the first receiving node (Car1043) is stationary. Furthermore, the second receiv-

ing node (Tram4b1016) is also in-motion. From the previous discussion we already

know that the message sensor-736-07200 eventually delivered via the path Car1045

->Tram4b1016 ->PoPB2 instead of the path Car1045-> Car1043-> Taxi1033->

Bus14a1019-> PoPA1. The fact that the later message transfer is to Tram4b1016
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leads to a two-fold advantage for a faster delivery: the receiving vehicle is a moving

higher hierarchy level node with a certainty to reach one of the PoP.

Table 7.6 also reveals another dynamics in the V2X communications not yet ex-

plored in this thesis, which is the Connection Management. In the table we can see

that there are two di�erent connection categories available for Car1045: the connection

to the same hierarchy level vehicle (Car1043) and the connection to a higher hierar-

chy level vehicle (Tram4b1016). During a brief contact duration, those two type of

connections could be available simultaneously, where currently the protocol chooses to

utilize the same hierarchy level connection (car to car) ahead of the higher hierarchy

level connection (car to tram). A better strategy in the case when more than one

connection are available should be to prioritize the connection to the higher hierarchy

level vehicles. The strategy could be a future refinement for the hierarchical routing

protocol.

Figure 7.7 – The Overhead Ratio Comparison

Lastly, Figure 7.7 highlights and compares the overhead ratio for the four DC4LEDx

message replication strategies. It shows minimal di�erences in the overhead ratio be-

tween all the strategies up to a vehicles density of 2 per km2. In other words, in the

lower vehicles density, the reduction of the average latency for the multi-copy strategies

shown in Figure 7.5 only comes with a small extra overhead to the network. At the

vehicles density of 2 per km2, the reduction in average latency is about 12 seconds for

all the multi-copy strategies if compared to the single-copy strategy while only adding

about 0.6 extra overhead ratio. Moreover, if we compare the values among the three

multi-copy strategies, their average latency values and overhead ratios are almost sim-

ilar. It emphasizes that the 2-copies is the most e�cient strategy in the lower vehicles

density.

However, di�erences in the overhead ratio are starting to become more significant

from the vehicles density of 5 per km2 onward. At this vehicles density, the overhead
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ratio of the 8-copies strategy is almost twice the value of the 1-copy strategy. Fur-

thermore, the gap continues to widen as the vehicles density increases, even between

the multi-copy strategies. For example, at the highest vehicles density of 25 per km2,

the overhead ratio for the 2-copies strategy (4.85) is almost two times higher than the

1-copy strategy (2.68), while at the same time gaining about 50 seconds reduction in

the average latency. Meanwhile, the overhead ratio for the 8-copies strategy (15.58) is

over three times higher than the 2-copies strategy (4.85), concurrently achieving about

23 seconds reduction in the average latency.

At this point, one can consider the trends and trade-o�s to determine which message

replication strategy of the DC4LEDx routing protocol is suitable for the data collection

application in mind. As a general guideline, the 8-copies strategy is the best choice if

the lowest average latency is the priority with the expense of higher network overhead;

the 2-copies strategy will give balanced values between those two KPIs.

7.5 Conclusion

This chapter presented and evaluated the DC4LEDx routing protocol for dense data

collection networks in smart cities. The extension incorporates the multi-copy strategy

in the message forwarding while e�ciently exploiting various kinds of available vehicle

mobility patterns, including public transportation vehicles with predetermined routes.

Simulation results showed that the overall latency of the data collection system is

predominantly contributed by the time the stationary sensors have to wait for in-range

vehicles to come and collect data. The challenge is more severe in the conditions where

the vehicles density is low. Several solutions could be devised to alleviate this problem.

One such solution is the inclusion of more types of mobility to the data collection

system, such as pedestrians, cyclists, and motorcyclists. Another solution is to equip

sensors in isolated locations with direct communications technology such as LPWAN.

The LPWAN communication can be activated after the absence of nearby vehicles for

a certain period. Specialized UAV can also be deployed to fly over remote locations to

gather data periodically.

For the vehicle-to-vehicle data forwarding, the DC4LEDx routing protocol manages

to deliver messages at a very high percentages, with nearing perfect delivery in all vehi-

cles density for all the strategies. However, the average latency is where the DC4LEDx

multi-copy strategy outperforms its single-copy predecessor. Simulations show that

the multi-copy strategy can take advantage of the multiple forwarding paths in the

dense data collection networks scenario. As a result, their average latency decreases as

more vehicles take part in the network. In contrast, at some point, the average latency

cannot drop any further for the single-copy strategy.

Furthermore, the KPI trends among the multi-copy strategy show the expected

trade-o� between the average latency and the overhead ratio, contrary to a near-perfect

delivery that can be achieved uniformly. All the DC4LEDx multi-copy approaches out-

perform the single-copy strategy significantly in denser vehicular networks. Specifically,

the DC4LEDx 2-copies strategy maintains a balance between the average latency re-

duction and the overhead cost to the network. On the other hand, the DC4LEDx
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8-copies strategy is the best solution for prioritizing the lowest average latency at the

expense of higher network overhead.

92



Table 7.7 – Simulation Parameters and Values

Parameters Values

Map size 4.5 km x 3.4 km
Land area approximately 9 km2

Simulation time 12 hours
Simulation warm up time 200 s
Message generation window 7 hours
Message Time-to-Live (TTL) 5 hours
Messages created by sensors 13000

Sensors
Number of sensors 1000
Movement model Stationary
Message size 10 B
Message generation interval 30 minutes
Bu�er size 64 KB
Interface type ZigBee/BLE link profile
Transmission range 10 m
Transmission rate 250 Kbps

Cars
Number of cars 1; 4; 8; 23; .. 143
Movement model Random Waypoints & Shortest-path

Map-based
Movement speed 10 - 50 km/h
Stationary time at
waypoints between 1 - 120 min.
Bu�er size 5 MB
Interface#1 type ZigBee/BLE link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps

Taxis
Number of taxis 1; 2; 4; 11; .. 71
Movement model Random Waypoints & Shortest-path

Map-based
Movement speed 10 - 50 km/h
Stationary time at
waypoints between 1 - 5 min.
Bu�er size 5 MB
Interface#1 type ZigBee/BLE link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps
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Table 7.7 Continued - Simulation Parameters and Values

Buses
Number of buses 1; 2; 4; 7; .. 7
Movement model Fixed Waypoints & Shortest-path Map-

based
Movement speed 10 - 30 km/h
Stationary time at
waypoints between 10 - 20 sec.
Bu�er size 25 MB
Interface#1 type ZigBee/BLE link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps

Trams
Number of trams 1; 1; 2; 4; .. 4
Movement model Fixed Waypoints & Shortest-path Map-

based
Movement speed 10 - 30 km/h
Stationary time at
waypoints between 10 - 20 sec.
Bu�er size 25 MB
Interface#1 type ZigBee/BLE link profile
Transmission range 10 m
Transmission rate 250 kbps
Interface#2 type ITS-G5 V2V link profile
Transmission range 300 m
Transmission rate 6 Mbps

Internet Point-of-Presence (PoP)
Number of PoPs 14
Movement model Stationary
Bu�er size 100 MB
Interface#1 type ITS-G5 V2I link profile
Transmission range 300 m
Transmission rate 6 Mbps
Interface#2 type Wi-Fi (IEEE 802.11a) on 5 GHz band

link
Transmission range 5 km
Transmission rate 300 Mbps

Server
Number of Server 1
Movement model Stationary
Bu�er size 5 GB
Interface#1 type Wi-Fi (IEEE 802.11a) on 5 GHz band

link
Transmission range 5 km
Transmission rate 300 Mbps
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In this chapter, we summarize the problems addressed in this thesis and highlight

the findings. Moreover, we also give perspectives on possible future works to extend

the capability of our solution for the VDTN-based data collection in smart cities.

As the supporting technologies and policies mature, the envisioned VDTN-based

data collection scheme for smart cities will need to align with the cooperative ITS vision.

As the two visions converge, there will be an increasing number of ITS infrastructures

available in the future to assist in the exchange of data within the networks. The Road

Side Unit (RSU) or Access Point (AP) throughout the city can function as Point-of-

Presence (PoP) for accessing the Internet and forwarding data from vehicles to the

core network. Those numerous PoP can be strategically placed at tra�c lights, road

intersections, bus stops, and road lighting posts. Hence, there will be several locations

in the city where vehicles can o�oad the data they gather from sensors instead of

having only one specific destination.

Furthermore, common features of mobility patterns in smart cities, for buses and

trams with their fixed routes and stops as well as taxi services and cars, can also be

involved in the data collection process. In this new paradigm, we study if a new e�cient

data routing protocol needs to be developed or if existing VDTN routing protocols
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can be used as it is. Therefore, our main focus in this thesis has been to propose

and evaluate the performance of a simple and lightweight VDTN routing protocol for

data collection from connected-objects in smart cities and to compare it with some

benchmark routing strategies proposed in the literature.

8.1 Summary of Problems Addressed and Contributions

8.1.1 The Performance Comparison of Baseline VDTN Routing Pro-
tocols

As a first step in this research, we studied the performances of four baseline VDTN

routing protocols: the Direct Delivery, First Contact, Spray & Wait, and Epidemic,

to gain insight into the diversity, strengths, and weaknesses, a�ecting the KPI. We

submitted this part of our work [138] to an international journal, while its preliminary

results was presented in [139].

Our studies showed that, in general, routing protocols with a multi-copy strategy,

such as Spray & Wait and Epidemic, have higher delivery probability and lower average

latency. However, they produced a higher network overhead, particularly as the net-

work became denser. In a sparse vehicular network, the single-copy approaches showed

comparable performance with that of the multi-copy strategies. Only when the net-

work became denser that the advantage of forwarding multi-copies of particular data

became evident. Thus, depending upon the vehicular network density, we can apply

di�erent routing strategies.

Moreover, we found gaps in the baseline routing strategies. Most importantly, for

the unique ITS infrastructure-assisted data collection scheme, all the baseline routing

protocols did not have a mechanism to distinguish di�erent types of nodes and mobil-

ity commonly available in smart cities. For example, some types of public transport,

such as buses and trams, generally have specific routes and stops with almost constant

mobility during service hours. Therefore, with the intelligent placement of the internet

PoP, their mobility can be exploited to increase the probability of data delivery. Fur-

thermore, di�erentiation between types of vehicles that generally have more random

routes but dissimilar mobility, such as cars and taxis, can also be leveraged to improve

routing. Therefore, we believe that those gaps can be developed into a potentially

better-performing routing protocol.

8.1.2 A Lightweight Hierarchical VDTN Routing Protocol for Data
Collection in Smart Cities

We proposed the DC4LED routing protocol, a hierarchical VDTN forwarding scheme

for vehicle-based data collection in smart cities which was presented in [140] and [141].

It is a single-copy message delivery strategy coupled with a basic understanding of

public vehicles’ mobility patterns to form a hierarchical data forwarding mechanism.

Comparison with benchmark routing protocols highlighted that the DC4LED generates

a low network overhead advantageous for its implementation scalability. It also achieved

high data delivery probability even in a low vehicles density.
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Based on our findings, we argued that some of the complex existing VDTN routing

schemes are not necessary for the kind of data collection service we envisioned in smart

cities. With realistic assumptions for the service that we have in mind, our simple and

e�cient mechanism almost reached the performance of the Epidemic routing protocol

with a much lower network overhead.

Furthermore, we pointed out that low vehicles density led to high latency and

high data drop rates on sensors themselves. The disparity of vehicular mobility is

experienced by sensors as a function of their location. This emphasizes the need to

deploy additional mechanisms or even added technologies to alleviate the data collection

challenges in some remote parts of the city.

8.1.3 The Performance of the VDTN based Data Collection for Larger-
Size Data or Images

The lack of connections between sensors and vehicles in some isolated parts of the

city has been a challenge in the data collection process. In this part of our work,

presented in [142], we tested a solution by implementing ITS-G5 technology for longer-

range communications and the previously used ZigBee. Furthermore, we analyzed the

performance of our DC4LED routing protocol for delivering larger-size data or images.

Our DC4LED routing protocol, with both communication technologies, can forward

the low-resolution images with high delivery probability, provided enough vehicles are

involved in the collection process. However, the high-resolution images can only be

delivered with ITS-G5 through its higher bandwidth and longer-range communications

capability. As a result, the technology can maximize the delivery probability and

minimize average latency, broadening the possibility of services that the VDTN-based

data collection scheme can support.

Furthermore, in some areas of the city where the vehicular presence and mobility are

low, a mechanism can be deployed for the sensor camera to forward critically delayed

images in their lower resolution through alternative means of communications to the

server. We also noted that there could be security and privacy concerns with the

captured images, depending on the type of application. The matter can be addressed

by a mechanism to blur the images of people and other sensitive information, widely

implemented in some street-view and map applications. Moreover, in our network-

based approach, we envision end-to-end security enforced through encryption directly

between the object and the server it is associated with.

8.1.4 Multi-Copy Hierarchical VDTN Routing Protocol for Dense
Data Collection Networks in Smart Cities

The last part of our work addressed the dynamics of the VDTN-based data collection

scheme in a denser sensor and vehicular network scenario. It is currently in preparation

to be submitted to an international journal. Here, we use the term ‘dense’ to distinguish

the high number of sensors from where the data are gathered, which is in hundreds and

even thousands. It is also meant to represent an increasing vehicular network density

in smart city scenarios.
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Our extended DC4LED routing protocol included the multi-copy message forward-

ing approach and some modifications to the hierarchical forwarding algorithm. It aimed

to exploit the increases in the forwarding opportunities within the evolving vehicular

network. Simulations showed that the DC4LED routing protocol delivered messages

at very high percentages, nearing perfect delivery in all vehicles density for all the mes-

sage replication strategies. However, the strategies showed a di�erent trend in average

latency. With the multi-copy strategy, the average latency decreased continuously as

more vehicles took part in the network. In contrast, with the single-copy strategy, the

average latency became stagnant at some point.

Comparison within the multi-copy strategy, by varying the number of copies, showed

the expected trade-o� between the average latency and the overhead ratio as the

number of replication increases. But, on the other hand, they uniformly achieved

a near-perfect delivery. Furthermore, all the DC4LED multi-copy approaches outper-

formed the single-copy strategy significantly in denser vehicular networks. Notably, the

DC4LED 2-copies strategy maintained a balance between the average latency reduc-

tion and the overhead cost to the network. On the other hand, the DC4LED 8-copies

approach can be the solution for prioritizing the lowest average latency at the expense

of higher network overhead.

Lastly, we emphasized that the overall latency in the data collection system is

primarily contributed by the data waiting time at the stationary sensors. This becomes

worse during the conditions where the vehicles density is low. The challenge can be

tackled with several solutions, such as integrating more types of mobility (e.g. using

pedestrians) into the data collection system, providing sensors in isolated locations

with direct long-range communications technology, or deploying specialized UAVs to

gather data periodically.

8.2 Future Works

Throughout this research, we identified some possibilities for extending the work and

paving the way for new research directions that we will elaborate on here.

8.2.1 Queuing and Connection Management in the VDTN-Based Data
Collection Scheme

This thesis focused on the forwarding mechanism of the VDTN-based data collec-

tion scheme, specifically between vehicles to vehicles and vehicles to infrastructures.

Therefore, we did not explore the queuing management in all nodes involved and the

connection management between them.

We believe the Queuing Management is the simplest form of the more complex

Bu�er Management extensively explored by some of the optimized routing protocols

for VDTN. The Queuing Management challenge lies in arranging data in the bu�er of

the sensors and vehicles to increase the possibility that specific performances can be

achieved in the data collection process. The default queuing mechanism is the First-

in First-Out (FIFO), where the earliest data stored in the bu�er will be forwarded

98



first when a connection to the next node is available. Thus, the approach ensures the

forwarding of data in their time-series sequence.

However, when the timely delivery (i.e., low latency) is more critical or is required

by the receiving application, than the sequential completeness of the received data: the

Last-in First-Out (LIFO) data forwarding strategy can potentially be more advanta-

geous and thus may be explored. The kind of application that will benefit from the

LIFO strategy is the one that requires high data freshness for faster processing at the

server end.

On the other hand, Connection Management relates to how simultaneous connec-

tions between nodes are intelligently arranged to better the networking performances.

For example, our simulations for the DC4LED routing protocol showed that even

though the di�erent types of nodes are already hierarchically organized, their simulta-

neous connections are not. The default strategy is to use the first connection available

and only switch to the next available connection when the first connection is termi-

nated. Thus, a link to a lower hierarchical level node will be maintained even though

another link to a higher one becomes available. In dense vehicular networks, there

will be a high probability that simultaneous connections occur between nodes. There-

fore, there should be connection prioritization to nodes with higher hierarchical levels.

Furthermore, connection management will become even more crucial when nodes are

equipped with more than one communication technology to forward data.

These above two research avenues are essential for exploring a broader possible

implementation of the VDTN-based data collection scheme.

8.2.2 Data Collection System Deployment and Operation

In this part of our future work, we envisioned a field study based on the real-world

deployment of the VDTN-based data collection scheme proposed in this thesis. We be-

lieve that a very simple, versatile, and generic system can be implemented and widely

adopted for trams, buses, taxis, cars, cyclists, and pedestrians in smart cities. Fur-

thermore, based on some examples of projects and initiatives already deployed in cities

around the world, such a system can be initiated by municipalities, particularly for

applications that give benefits to their citizens.

In line with the ITS vision, the municipal government incorporation with interested

stakeholders will need to install backbone infrastructures for the data collection system.

In some cases, they might already have the required infrastructures in place. The mo-

bile collection networks can be pioneered by public transportations which will be easier

to organize, such as trams and buses. Then, gradually, more types of mobility, such

as taxis, privately owned cars, cyclists, and pedestrians, can be incorporated into the

network. Di�erent types of mobile nodes can also be embedded with mechanisms with

di�erent complexity. As they are easier to manage and standardize, public transporta-

tions can be tasked with more functions with higher complexity. For example, trams

and buses can broadcast acknowledgment for the delivered data to in-range vehicles

and consequently decrease network loads. On the other hand, privately owned cars,

cyclists, and pedestrians can be assigned to the most superficial role of straightforward

data gathering and forwarding.
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Furthermore, to promote worldwide adoption, some of the ideas must be pushed

forward to a global standardization body such as the ISO Technical Committee 204

Working Group 16 (ISO TC204 WG16) that involved in standardizing the communi-

cation systems used in ITS [74].

8.2.3 Smart Cities’ Sensors Deployment and Operation

Sensors’ deployment and operation in smart cities will also need to be explored further

in the near future. Our works in previous chapters have highlighted some critical

dynamics regarding the sensors’ data waiting time related to their placement in the city.

The location-related disparity of mobility in a smart city is inevitable and necessitates

an intelligent deployment and operation of sensors.

One crucial aspect that can be investigated further is how the associated server

can extract simple statistics from sensors and utilize them to improve operation. For

example, the server can gather information from the received data, such as their origi-

nating sensor location, waiting time at each sensor, the number of data drops in each

sensor, etc. Based on the accumulated information, the server can provide adjustment

recommendations for the collection system operation. Such recommendation could be

moving some sensors to another location, providing them with long-range communi-

cations to ensure data delivery, or producing plan for public transportation’s route

change to cover the area. The server recommendations can even be used to trigger the

dispatching of on-demand UAV to collect data from specific locations.

8.2.4 Local Use of The Collected Data

This thesis only discussed the data collection scheme from the environment for deliv-

ery to a central server. However, there will be applications that need specific data to

be shared in the vicinity of the source, i.e., only disseminated locally. For example,

for tra�c congestion warning applications, information about road work in progress

most importantly needs to be transmitted only to vehicles heading towards the loca-

tion. Another example is the sharing of a children’s school-gate opening information

to incoming vehicles for speed-warning applications.

In those scenarios, a VDTN-based local data collection can be utilized. Data from

a connected object at the source location can be gathered by in-range vehicles. Net-

working infrastructures, such as Access Points (APs), can be strategically placed in

the nearest road intersections for pooling the information from vehicles. Here, the APs

do not necessarily need to connect to the Internet, as they only need to forward data

locally. Essentially, the APs behave as another node that is stationary, even though

they can perform more complex mechanisms. The routing aims to deliver the infor-

mation to a nearby AP as fast as possible. Therefore, the vehicle with the piece of

information can either forward the data to another in-range vehicle or directly to an

AP. In that way, all incoming vehicles that do not have the information can receive

them via another vehicle or a nearby AP before reaching the source location.

Here, the research questions are twofold: 1) how can we route the information

as fast as possible? And 2) how can we limit the scope of the information? So far,

we understand that each piece of information has to include an ID, a Time-to-Live
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(TTL), a scope (area of relevance), and a destination application. With an ID, we

can match the information easily to the intended application subscribed by specific

users. Moreover, the TTL can be used to decide when the information is no longer

needed, while the scope can be utilized to determine where the information needs to

be disseminated.
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Titre : Collecte de données basée sur les voitures pour les appareils à faible consommation d'énergie 
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Résumé : Dans les villes intelligentes, la mobilité 
des véhicules peut être exploitée pour collecter 
des données produites par les objets connectés 
dans l'environnement. Avec le développement des 
technologies de communication Vehicle-to-
Everything (V2X) et le déploiement des systèmes 
de transport intelligents (ITS), des infrastructures 
seront disponibles pour aider au routage des 
données vers des serveurs centraux. A la fois 
l’environnement et le besoin sont très spécifiques 
et il est pertinent de développer un protocole de 
routage pour utiliser efficacement tous les 
composants. Dans cette thèse, notre principale 
question de recherche se concentre sur la 
possibilité de concevoir un protocole de routage 
simple et efficace pour les réseaux de véhicules 
tolérants aux délais (VDTN). L’objectif de ce 
protocole est de collecter les informations pour les 
applications tolérantes aux délais et d'atteindre 
des performances élevées tout en minimisant les 
traitements et en tout en gardant à l'esprit la facilité 
d'adoption et de normalisation. 
Ici, nous présentons et évaluons un protocole de 
routage  VDTN   hiérarchique   simple   et  efficace  

nommé DC4LED et comparons ses  
performances aux protocoles de routage de 
référence. L'évaluation montre des performances 
comparables au routage Epidemic, utilisé en tant 
que référence supérieure, en termes de 
probabilité de livraison de données et de latence 
moyenne. DC4LED présente un avantage 
essentiel de maintenir une faible surcharge du 
réseau lorsque le nombre de véhicules augmente 
et reste très simple à mettre en œuvre et à faire 
évoluer. Nous étendons également le protocole 
de routage DC4LED, en ajoutant une stratégie de 
réplication limitée des messages, avec une limite 
du nombre de copies. Ainsi dans un réseau de 
collecte la latence de routage se réduit à mesure 
que la densité de véhicule équipés augmente. 
Nos résultats globaux montrent que malgré sa 
simplicité notre approche permet une collecte de 
données très efficaces pour des applications 
tolérantes aux délais et est très bien adaptée au 
contexte des villes intelligentes. Il indique 
également que la complexité des protocoles de 
routage VDTN existants n'est pas nécessaire 
pour les services envisagés. 

 

Title : Car-Based Data Collection for Low Energy Devices 

Keywords : Smart City, Data Collection, VDTN, ITS, V2X, Routing Protocol 

Abstract : In smart cities, the mobility of vehicles 
can be utilized to collect data produced by 
connected objects in the environment. In the 
convergence between the Vehicle-to-Everything 
(V2X) communications and the Intelligent 
Transportation System (ITS) vision, several ITS 
infrastructures will be available to assist in the data 
delivery to the central server. With the unique data 
collection environment in place, a routing protocol 
needs to be developed to utilize all the 
components efficiently. In this thesis, our main 
research question focus on whether a simple and 
efficient Vehicular Delay Tolerant Networks 
(VDTN) routing protocol for delay-tolerant 
applications can be designed and achieves high 
performance with the ease of adoption and 
standardization in mind.   
Here, we present and evaluate a simple and 
efficient hierarchical VDTN routing protocol named 
DC4LED  and  compare  its   performances  to  the   
 

benchmark routing protocols. The evaluation 
shows comparable performances of the DC4LED 
to the Epidemic routing protocol, as the upper 
benchmark, in its probability of data delivery and 
average latency. The DC4LED displays a critical 
advantage in maintaining a low network overhead 
over an increasing number of vehicles in the 
network, highlighting its efficiency and 
implementation scalability.  We also extend the 
DC4LED routing protocol, which adopts the 
limited multi-copy forwarding strategy for a 
denser data collection network  to reduce the 
delivery latency further as the vehicular network 
grows. 
Our overall results show the high performances 
of our proposed strategy for delay-tolerant data 
collection in smart cities. It also indicates that the 
complexity of existing VDTN routing protocols is 
not necessary for the envisioned services. 
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