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Abstract—This paper investigates Distributed Hypothesis test-
ing (DHT), in which a source X is encoded given that side
information Y is available at the decoder only. Based on the
received coded data, the receiver aims to decide on the two
hypotheses H0 or H1 related to the joint distribution of X and
Y. While most existing contributions in the literature on DHT
consider i.i.d. assumptions, this paper assumes more generic, non-
i.i.d., non-stationary, and non-ergodic sources models. It relies
on information-spectrum tools to provide general formulas on
the achievable Type-II error exponent under a constraint on the
Type-I error. The achievability proof is based on a quantize-and-
binning scheme. It is shown that with the quantize-and-binning
approach, the error exponent boils down to a trade-off between
a binning error and a decision error, as already observed for
the i.i.d. sources. The last part of the paper provides error
exponents for particular source models, e.g., Gaussian, stationary,
and ergodic models.

I. INTRODUCTION

In distributed communication networks, data is gathered
from various remote nodes and then sent to a server for further
processing. Often, the primary objective of the server is not to
reconstruct the data, but instead to make a decision based on
the collected data. This type of setup is known as distributed
hypothesis testing (DHT), and it was first investigated from
an information-theoretic perspective in [1], [2].

In DHT, a source X is encoded using side information
Y available only to the decoder, as shown in Figure 1. The
receiver aims to make a decision between two hypotheses: H0,
where the joint probability distribution of (X,Y) is PXY,
and H1, where the joint distribution is PXY. Hypothesis
testing involves two types of errors, called the Type-I error
and the Type-II error [3]. The information-theoretic analysis
of DHT aims to determine the achievable error exponent for
the Type-II error while keeping the Type-I error below a fixed
threshold [1], [2].

Previous contributions on DHT typically assume that the
sources X and Y generate independent and identically dis-
tributed (i.i.d.) pairs of symbols (Xt, Yt) [4]–[8]. For exam-
ple, [7] and [8] provide the error exponent achieved by a
quantize-and-binning scheme for i.i.d. sources. Some more
complex source models have been investigated in [9], [10],
which assume that the sources X and Y generate pairs of
Gaussian vectors (XM

t ,YN
t ) with auto-correlations in each
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vector XM
t and YN

t , as well as cross-correlation between
them. However, the models of [9], [10] are block-i.i.d. in the
sense that the successive pairs (XM

t ,YN
t ) are assumed to be

i.i.d. with t.
Nevertheless, i.i.d. and block-i.i.d. models are often inade-

quate for capturing the statistics of signals like time series
or videos, which cannot be decomposed into fixed-length
independent blocks and are frequently non-stationary and/or
non-ergodic. As a result, the objective of this paper is to
consider a more general source model that is non-i.i.d. and can
account for non-stationary and non-ergodic signals, while still
encompassing the previous models as particular instances. To
investigate DHT under these conditions, we utilize information
spectrum tools, which were first introduced in [11] and gen-
erally provide information theory results that are applicable
to a broad range of source models. It should be noted that
information spectrum has been previously used for hypothesis
testing in [12], but only for the encoding of a source X alone,
without the use of side information Y.

In this paper, we investigate DHT using general source
models for X and Y and provide an achievability scheme that
yields a general expression for the Type-II error exponent. Our
approach to the achievability scheme builds upon the quantize-
and-binning techniques presented in [8], while taking into
account the use of side information for more complex source
models. As in [8], the resulting error exponent consists of two
terms: one for the binning error and the other for the decision
error. We then specialize our error-exponent to source models
of interest, including (i) i.i.d. sources, for which we recover
the error exponent reported in [8]; (ii) non-i.i.d. stationary
and ergodic sources in general; and (iii) non-i.i.d. Gaussian
stationary and ergodic sources.

The outline of the paper is as follows. Section II describes
the general sources model and restates the DHT problem.
Section III provides the achievable error exponent for general
sources, and Section IV derives the proof. Section V considers
some examples of source models.

II. PROBLEM STATEMENT

In what follows, J1, nK denotes the set of integers between
1 and n. We also use upper-case letters, e.g, X , to denote
random variables (RVs) and lower-case letters, e.g, x, to denote
their realizations. Random sequences of length n are denoted
Xn = (X1, X2, · · · , Xn).
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Figure 1. Distributed Hypothesis Testing coding scheme

A. General Sources

In the DHT problem shown in Fig.1, the encoder observes a
source sequence X, and the decoder receives a coded version
of X as well as a side information sequence Y, where X and
Y are correlated. We consider that the sequences X and Y are
produced from two general sources which are not necessarily
i.i.d., and not even stationary or ergodic. As in [12], we define
general sources X and Y as two infinite sequences :

X = {Xn = (X1, X2, · · · , Xn)}∞n=1 ,

Y = {Yn = (Y1, Y2, · · · , Yn)}∞n=1 (1)

of n-dimensional random variables Xn,Yn, respectively.
Each component random variable Xi, Yi, i ∈ J1, nK, takes
values in a finite source alphabet X ,Y , respectively. Next,
PXn is the probability distribution of the length-n vector Xn,
and PX = {PXn}∞n=1 is the collection of all probability
distributions PXn . The same holds for the source Y.

We now describe two particular cases of (1). The first one
consists of a scalar i.i.d. model in which the sequences Xn and
Yn come from two i.i.d. sources, i.e., the successive pairs of
symbols (Xn, Yn) are independent and distributed according
to the same joint distribution PXY . This model was considered
for DHT in [7], [8]. The second case still relies on an i.i.d.
model but for source vectors. In this case, the source sequences
Xn and Yn are defined as

Xn =
{
XM

t

}n

t=1
, Yn =

{
YM

t

}n

t=1
, (2)

where {XM
t }nt=1 and {YM

t }nt=1 are sequences of i.i.d.
M-dimensional random vectors and the successive pairs(
XM

t ,YM
t

)
are distributed according to the same joint distri-

bution PXMYM . The i.i.d. property of the successive M-length
vectors simplifies the DHT analysis by allowing for an orthog-
onal transform to be applied onto the successive independent
blocks XM

t and YM
t [9], [10]. Our model described in (1) is

more general since it considers infinite sequences without the
i.i.d. assumption.

B. Distributed Hypothesis Testing

In what follows, we consider that the joint distribution of
the sequence pair {(Xn,Yn)}∞n=1 depends on the underlying
hypotheses H0 and H1 defined as

H0 : (Xn,Yn) ∼ PXnYn , (3)

H1 : (Xn,Yn) ∼ PX
n
Y

n . (4)

where the marginal probability distributions PXn and PYn do
not depend on the hypothesis.

We consider the following usual coding scheme defined in
the literature on DHT [1], [8].

Definition 1: The encoding function f (n) and decoding
function g(n) are defined as

f (n) : Xn −→ Mn = J1,M2K, (5)

g(n) : Mn × Yn −→ H = {H0, H1}, (6)

such that lim supn→∞
1
n logM2 ≤ R, where R is the rate and

M2 is the cardinality of the alphabet set Mn.
Definition 2: The Type-I and Type-II error probabilities αn

and βn are defined as

αn = P
[
g(n)

(
f (n) (Xn) ,Yn

)
= H1 | H0 is true

]
, (7)

βn = P
[
g(n)

(
f (n) (Xn) ,Yn

)
= H0 | H1 is true

]
. (8)

Definition 3: For given The Type-II error exponent θ is said
to be achievable for a given rate R, if for large blocklength
n, there exists encoding and decoding functions

(
f (n), g(n)

)
such that the Type-I and Type-II error probabilities αn and βn

satisfy
αn ≤ ϵ, (9)

and
lim sup
n→∞

1

n
log

1

βn
≥ θ (10)

for any ϵ > 0.
In the following, we aim to determine the achievable Type-II
error exponent θ for general sources.

III. MAIN RESULT: ERROR EXPONENT

A. Definitions

We first provide some definitions which will be useful to
express our main result. The lim sup and lim inf in probability
of a sequence {Zn}∞n=1 are, respectively, defined as [11]

p− lim sup
n→∞

Zn = inf

{
α | lim

n→+∞
P (Zn > α) = 0

}
, (11)

p− lim inf
n→∞

Zn = sup

{
α | lim

n→+∞
P (Zn < α) = 0

}
. (12)

The spectral sup-mutual information I(X;U), the spectral
inf-mutual information I(U;Y), the spectral inf-divergence
rate D

(
PUY∥PUY

)
, and the spectral sup-divergence rate

D
(
PUY∥PUY

)
are, respectively, defined as [11]

Ī(X;U) = p− lim sup
n→∞

1

n
log

PUn|Xn (Un | Xn)

PUn (Un)
, (13)

I(U;Y) = p− lim inf
n→∞

1

n
log

PUn|Yn (Un | Yn)

PUn (Un)
, (14)

D
(
PUY∥PUY

)
= p− lim inf

n→∞

1

n
log

PUnYn (Un,Yn)

PU
n
Y

n (Un,Yn)
,

(15)

D
(
PUY∥PUY

)
= p− lim sup

n→∞

1

n
log

PUnYn (Un,Yn)

PU
n
Y

n (Un,Yn)
.

(16)



B. Achievable error-exponent for general sources

Theorem 1: For the coding scheme of Definition 1, the
following error exponent θ is achievable for general sources
defined by (1):

θ ≤ min

{
r −

(
I(X;U)− I(U;Y)

)
,

D
(
PUY∥PUY

)
+
(
I(X;U)− I(X;U)

) }
, (17)

where U is an auxiliary random variable with same conditional
distribution PU|X = PU|X under H0 and H1 and such that
the Markov chain U → X → Y is satisfied under both H0

and H1. In addition, PUY, and PUY are the joint distributions
of (Un,Yn) under H0 and H1, respectively, and r ≤ R.
As expected, we find that our error exponent is consistent with
that shown in [8] for the i.i.d. case. The error exponent (17)
is the result of a trade-off between the binning error and the
decision error, as in the i.i.d. case [7], [8]. The binning strategy
introduces a new type of error event that does not appear in
the DHT scheme without binning for general sources of [12].
In addition, the decision error, e.g., the second term in (17),
not only contains a divergence term that appears in [7], [8]
and related works, but also the difference I(X;U)− I(X;U)
between the spectral inf-mutual information and the spectral
sup-mutual information of X and U. Especially, if the term
1
n log

PUn|Xn (Un|Xn)

PUn (Un) does not converge in probability, then
the two mutual information terms differ, inducing a penalty
in the error exponent. For stationary and ergodic sources, this
term converges and there is no such penalty.

IV. PROOF OF THEOREM 1

We first restate the following lemma from [13], which will
be useful in the proof.

Lemma 1 ([13]): Let Zn,Xn, Un, be random sequences
which take values in finite sets Zn,Xn, Un, respectively, and
satisfy the Markov condition Un → Xn → Zn. Let {Ψn}∞n=1

be a sequence of mappings such that Ψn : Zn×Un → {0, 1},
and

lim
n→∞

P (Ψn(Z
n,Un) = 1) = 0. (18)

Then, ∀ε > 0, there exists a sequence {fn}∞n=1 of mappings
fn : Xn → {un

i }
M
i=1 ⊂ Un such that M = ⌈en(I(U;X)+ε)⌉

and
lim

n→∞
P (Ψn(Z

n, fn(X
n)) = 1) = 0. (19)

A. Coding scheme

Random codebook generation: Generate M1 = enr0

sequences un
i randomly according to a fixed distribution

PUn|Xn . Assign randomly each un
i to one of M2 = enr

bins according to a uniform distribution over J1,M2K. Let
B(un

i ) ∈ J1,M2K denote the index of the bin to which un
i

belongs to.
Encoder : Given the sequence xn, the encoder uses a pre-

defined mapping fn : Xn → {un
i }

M1

i=1 to output a certain

sequence un
i = fn(x

n) and checks if the condition (xn,un
i ) ∈

T
(1)
n is satisfied, where

T (1)
n = (20){
(xn,un) s.t. r0 − ϵ <

1

n
log

PUn|Xn (un | xn)

PUn (un)
< r0 + ϵ

}
where r0, r0 ∈ R. If such a sequence is found, the encoder
sends the bin index B(un

i ). Otherwise, it sends an error
message.

Decoder : The decoder first looks for a sequence in the bin
according to the joint distribution PUnYn under H0. Given
the received bin index and the side information yn, going over
the sequences un in the bin one by one, the decoder checks
whether (yn,un) ∈ T

(2)
n with

T (2)
n =

{
(yn,un) s.t.

1

n
log

PUn|Yn (un | yn)

PUn (un)
> r

′
− ϵ

}
,

(21)
with r′ ∈ R. The decoder declares H1 if no such sequence
is found in the bin or if it receives an error message from
the encoder. Otherwise, it declares H0 if the sequence un

extracted from the bin belongs to the acceptance region An

defined as

An =

{
(yn,un) s.t.

1

n
log

PUnYn (un,yn)

PU
n
Y

n (un,yn)
> S − ϵ

}
,

(22)
where S ∈ R is the decision threshold; if otherwise, it declares
H1. The sets T

(1)
n , T

(2)
n , and An can be seen as decision

regions depending on threshold values r0, r̄0, r
′ and S. Those

parameters will be chosen such that αn ≤ ϵ, for any ϵ > 0.

B. Error probability analysis

Type-I error αn : The error events with which the decoder
declares H1 under H0 are as follows:

E11 =

{
∄un s.t. (Xn,un) ∈ T (1)

n , (Yn,un) ∈ T (2)
n ,

(Yn,un) ∈ An

}
, (23)

E12 =

{
∃u′n ̸= un s.t. B(u′n) = B(un),

(
Yn,u′n) ∈ T (2)

n ,

but (Yn,u′n) /∈ An

}
. (24)

The first event E11 is when there is an error either in the
encoding, during debinning, or when taking the decision. The
second event E12 corresponds to a debinning error, where a
wrong sequence is extracted from the bin. By the union-bound,
the Type-I error probability αn can be upper bounded as

αn ≤ P (E11) + P (E12) . (25)

Regarding the first error event, for r0 = I(X;U), r0 =
I(X;U), and from the definitions of I(X;U) and I(X;U)
in (13) and (14), we have

lim
n→∞

P
(
(Xn,Un) /∈ T (1)

n

)
= 0.



In addition, according to the definition of I(Y;U) in (14),
and setting r

′
= I(Y;U), we also have

lim
n→∞

P
(
(Yn,Un) /∈ T (2)

n

)
= 0. (26)

Finally, when S = D
(
PUY∥PUY

)
and from the definition of

D
(
PUY∥PUY

)
, we have

lim
n→∞

P ((Yn,Un) /∈ An) = 0.

Thus, by defining

Ψn(x
n,yn,un) = (27) 0, if (xn,un) ∈ T

(1)
n , (yn,un) ∈ T

(2)
n and

(yn,un) ∈ An,
1, otherwise.

we get that P(Ψn(X
n,Yn,Un) = 1) → 0 as n → ∞.

Then, given that Un → Xn → Yn forms a Markov chain,
applying Lemma 1 allows to show that there exists a sequence
of functions fn such that P(E11) → 0 as n → ∞.

Then, the error probability P (E12) can be expressed as

P (E12) ≤
∑
yn

PYn (yn)
∑

u′n:u′n ̸=un

(yn,u′n)∈T (2)
n ∩An

P
(
B(u′n) = B(un)

)

≤
∑
yn

PYn (yn)
∑

u′n:u′n ̸=un

(yn,u′n)∈T (2)
n

e−nr (28)

From (21), for
(
yn,u′n) ∈ T

(2)
n we get

PYn (yn) < PYn|Un

(
yn | u′n) e−n(r′−ϵ),

which allows us to write

P (E12) ≤
∑
u′n

∑
yn:(yn,u′n)∈T (2)

n

PYn|Un

(
yn | u′n) e−n(r+r′−ϵ)

≤ e−n(r+r′−r0−ϵ) (29)

where enr0 is the number of sequences un in the codebook.
Therefore, from the condition r ≥ r0 − r′ + ϵ = I(X;U) −
I(Y;U) + ϵ, we get that P (E21) → 0 as n → ∞.

Type-II error βn : A Type-II error occurs when the decoder
declares H0 although H1 is the true hypothesis. The corre-
sponding error events are:

E21 =

{
∃ũn ̸= un : B(ũn) = B(un),

(
Y

n
, ũn

)
∈ T (2)

n ,

and
(
Y

n
, ũn

)
∈ An

}
,

E22 =
{
(Y

n
,un) ∈ T (2)

n , (Y
n
,un) ∈ An

}
. (30)

The first event E21 is a debinning error and the second event
E22 is the testing error. By the union bound, we get

βn ≤ P (E21) + P (E22) . (31)

Since the marginal probability distribution PYn does not
depend on the hypothesis, the probability P (E21) can be

expressed by following the same steps as for P (E12). Given
that r0 = I(X;U) and r

′
= I(Y;U) , we get

P (E21) ≤ e−n(r−(I(X;U)−I(Y;U))−ε). (32)

Next, the probability P (E22) can be expressed as

P (E22) ≤
∑

(xn,yn)

PX
n
Y

n (xn,yn)
∑

un∈J1,M1K,
(xn,un)∈T (1)

n

P
(
(yn,un) ∈ An

)

≤ enr0
∑

(xn,yn)

PX
n
Y

n (xn,yn)
∑
un:

(xn,un)∈T (1)
n

(yn,un)∈An

PUn(un)

Since (xn,un) ∈ T (1)
n ,

PUn(un) < PUn|Xn(un | xn)e−n(r0−ϵ).

In addition, the conditional distributions PUn|Xn and PU
n|Xn

are the same, and the Markov chain Un → Xn → Yn is
satisfied. Thus, PUn|Xn = PU

n|Xn
,Y

n , and

P (E22) ≤ en(r0−r0+ϵ)
∑

un:(yn,un)∈An

PU
n
Y

n (un,yn) . (33)

For (yn,un) ∈ An, we have

PU
n
Y

n (un,yn) < PUnYn (un,yn) e−n(S−ϵ). (34)

Combining this with (33) gives that

P (E22) ≤ e−n(r0−r0+S−2ϵ) (35)

Now, substituting (32) and (35) into (31), with S =
D

(
PUY∥PUY

)
, the Type-II error is upper-bounded as

βn ≤e−n(r−(I(X;U)−I(Y;U))−ϵ)

+ e−n(I(X;U)−I(X;U)+D(PUY∥PUY)−2ϵ). (36)

Finally, from the definition of the error exponent θ given
by (10), we show that (17) is achievable, which proves
Theorem 1.

V. EXAMPLES

A. Stationary and ergodic sources

We now apply Theorem 1 to sources which are stationary
and ergodic, but not necessarily i.i.d.

Proposition 1: If the sources Xn and Yn are stationary
and ergodic under both H0 and H1, the error exponent (17)
becomes :

θ ≤ min

{
lim

n→∞
r −

[
1

n
h (Un | Yn)− 1

n
h (Un | Xn)

]
,

lim
n→∞

1

n
D

(
PUnYn∥PU

n
Y

n

) }
. (37)

This proposition is due to the strong converse property [11].



B. Stationary and ergodic Gaussian sources

Let X and Y be two stationary and ergodic
sources distributed according to Gaussian distributions
N (µX,KX) and N (µY,KY), with covariance matrices KX

and KY, respectively. The two hypotheses are formulated as

H0 :

(
Xn

Yn

)
∼ N (µXY,K), (38)

H1 :

(
Xn

Yn

)
∼ N (µXY,K). (39)

In the expressions (38) and (39), µXY is defined as a block
vector [µX, µY]

T . In addition, K and K are the joint covari-
ance matrices of X and Y defined as

K =

[
KX KXY

KYX KY

]
,K =

[
KX KXY

KYX KY

]
, (40)

We assume that all the matrices KX, KY, KY, KXY, and
KXY are positive-definite. We also denote the conditional
covariance matrix of Xn given Yn by

KX|Y = KX −KXYK−1
Y KXY. (41)

The eigenvalues of KX|Y are further denoted by λ
(X|Y )
i .

Proposition 2: If the sources X and Y are Gaussian,
stationary, and ergodic, under both H0 and H1, the terms in
(37) reduce to

lim
n→∞

1

n
h (Un | Yn)− lim

n→∞

1

n
h (Un | Xn) =

lim
n→∞

1

2n

n∑
i=1

log
λ
(X|Y )
i + κ

κ
, (42)

and

lim
n→∞

1

n
D

(
PUnYn∥PU

n
Y

n

}
= lim

n→∞

1

2n

[
log

∣∣Σ∣∣
|Σ|

− 2n +

(µUY − µUY)
T
Σ

−1
(µUY − µUY) + tr

{
Σ

−1
Σ
} ]

,

(43)

where Σ and Σ are the joint covariance matrices of U and Y
under H0 and H1, respectively.
The terms given by (42) and (43) are obtained by considering
that the source U is Gaussian such that U = X + Z, where
Z ∼ N (0, κIn) is independent of X, and In is the identity
matrix of dimension n×n. The covariance matrices Σ and Σ
are then defined as

Σ =

[
KU KUY

KYU KY

]
,Σ =

[
KU KUY

KYU KY

]
. (44)

We now consider the case where the pair (U,Y) has different
covariance matrices, Σ under H0 and Σ under H1. We also
assume that all the Gaussian vectors are zero-centered. We
then define H0 and H1 as

H0 :

(
Xn

Yn

)
∼ N (0,K), H1 :

(
Xn

Yn

)
∼ N (0,K).

In this case, it can be shown that the expression (42) remains
the same, while the expression (43) reduces to

lim
n→∞

1

n
D

(
PUnYn∥PU

n
Y

n

}
= lim

n→∞

1

2n

[
log

∣∣Σ∣∣
|Σ|

−2n+ tr
{
Σ

−1
Σ
} ]

.

(45)

The matrices Σ and Σ are of length 2n× 2n, where n tends
to infinity. Therefore, for some specific Gaussian sources, one
needs to study the convergence of the determinants |Σ| and∣∣Σ∣∣, and also of the trace tr

{
Σ

−1
Σ
}

.

VI. CONCLUSION

We provided an information-spectrum approach to DHT
for general non-i.i.d., non-stationary, and non-ergodic sources.
The derived error exponent is achieved from a quantize-and-
binning scheme, which, we found, boils down to a trade-off
between a binning error and a decision error. Future works
will focus on comparing our error exponent to state-of-the-art
ones obtained very recently for the i.i.d. case [14]. Other future
works will include designing practical coding schemes, as well
as considering other applications of DHT such as synchronism
identification in spread spectrum signal detectors [15].
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