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Abstract—This paper presents in-depth rate-distortion and
outage probability analyses for two-stage successive Wyner-
Ziv (WZ) wireless communication networks. The system model
assumes Lossy Forward (LF) cooperative communication where
lossless reconstruction is not necessarily required at the relay.
This paper aims to quantitatively derive the relationship in
distortions between the Source-to-Destination and the Source-
to-Relay links. Hence, the design parameters are the distortion
levels at the relay and destination. The admissible rate-distortion
regions are first analyzed for the two stages separately, where
the relay is referred to as Helper. The rate constraints with the
links involved in the end-to-end (E2E) communications are then
derived. Distortion Transfer Function (DTF) is introduced as
a mathematical tool for analyzing the distortions of networks
having multiple stages. It is shown that the higher the correlation
between the Source and Helper observations, as well as the
larger the E2E tolerable distortion, the larger the admissible rate
region. The outage probability of the two-stage successive WZ
system is evaluated, assuming that the second stage suffers from
block Rayleigh fading while the first stage performs over a static
wireless channel. The E2E outage probability is also analyzed
with the distortion requirements at Helper and Destination as
parameters in independent and correlated fading variations.
It is demonstrated that the decay of the outage probability
curve exhibits a second-order diversity in a low-to-medium value
range of average signal-to-noise ratios (SNRs) when the helper
distortion is relatively low. It is shown, however, that as long
as the reconstruction at Helper is lossy, the outage probability
curve asymptotically converges to the decay corresponding to the
first-order diversity at high average SNRs.

Index Terms—Lossy communications, lossy forward relaying,
outage probability, rate-distortion analysis, Wyner-Ziv problem.
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I. INTRODUCTION

Our legacy wireless communications systems have evolved
to support the demands for growing user density and flexibility
in providing various applications. The forthcoming wireless
networks, such as Beyond-5th generation (B5G) and 6th gen-
eration (6G) Systems, are anticipated to integrate various types
of applications. One important category of these networks is
identified as Cellular Vehicle-to-X communication (C-V2X)
[1], [2] systems which range from conventional mobile com-
munications and the Internet-of-Things (IoT), to more complex
data exchange services. A widely accepted concept for the
next generation systems is that sensing, communications and
decision-making processes are unified into a single network
supporting complex data exchange as in [3], [4]. Consequently,
the system components for these three processes should be de-
signed jointly to satisfy end-to-end (E2E) quality requirements
of various applications.

A general view of wireless networks following the concept
described above is that there are massively distributed sensing
and communicating nodes which aim to transmit the sensed
data cooperatively to achieve accurate final decisions. The
sensing phase relies on heterogeneous information captured
by the distributed sensors which provide correlated sensing
information. The wireless network comprises distributed nodes
with cooperative communication capability, which aims to
provide data forwarding with the necessary level of reliability
for final decision-making [5]. In many applications with strin-
gent latency requirements and limited resources, the decision-
making process may be handled at the network edge to make
fast tentative decisions. Furthermore, it should be noted that
the system performance often depends on the probability of
making correct decisions, even if the sensed observation can
not be properly reconstructed. This shifts the system design
paradigm from lossless to lossy communications, where the
destination (Destination) can accept a certain level of distortion
due to lossy data compression or error-prone data transmission.
Recently, emphasis has been set on the lossy communication
framework in smart grid networks [6], micro-robots [7] and
vehicle platooning [8]. A separated role division concept is
adopted in the contributions [6]–[8] where the communication
part aims to transmit the sensing data obtained by multiple
sensors with very low latency. In contrast, the decision-making
process aims to achieve very reliable final decisions from the
received lossy data. With this concept, the communication
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Fig. 1. Example of communication scenario involving two stages of correlated
lossy source transmission with tentative decision-making at the helping node
and final decision-making at Car.

part should not necessarily be lossless, and the decision-
making part utilizes sophisticated machine learning (ML)
and/or artificial intelligence (AI) techniques [9] over the lossy
reconstructed information. Moreover, by leveraging AI/ML at
the network edge, decision-making nodes proactively use their
local predictions, aiming to eventually achieve zero-latency
[10]. According to this concept, the tolerable distortion level
is the Quality-of-Service (QoS) requirement set by the decision
maker to the communication network. Therefore, this paper fo-
cuses on lossy wireless cooperative communication networks
where correlated observations obtained by multiple nodes at
the sensing phase are transmitted to Destination under fixed
requirements on the E2E distortion level. The communication
network is called lossless, with the E2E distortion requirement
set to zero.

Fig. 1 shows a practical autonomous vehicle driving sce-
nario where two cameras are equipped with two wireless
communication devices on the road sides, one with Node 1
and the other with Node 2. Since the two cameras capture
the road traffic from different angles in this scenario, their
observations are correlated. The information representing the
sensed view of the target scene, obtained by the camera at
Node 1, is transmitted directly to Destination, Car, and also to
Node 2. The latter works as a relay (Relay), also referred
to as Helper in this paper. Helper makes an intermediate
reconstruction which may be lossless or lossy, by utilizing the
information obtained by its camera as well as the information
transmitted from Node 1. Node 2 then makes a tentative
decision utilizing the reconstruction of the target scene. The
role of Node 2 is also to relay the reconstructed information
to Destination. Therefore, the latter receives two versions of
the original scene, one from Node 1 and the other from Node
2, which are correlated. Orthogonal signaling is assumed for
the signal transmissions over the component networks at the
first and the second stages .

Summarizing the roles of the cooperative network with
Node 1, Node 2 and Destination described above, the net-
work has two objectives: (1) Node 2 makes an intermediate
reconstruction of the scene for tentative decision-making, and

(2) Destination aims to make a full reconstruction for the
final decision. However, the reconstructions by both Node
2 and Destination may be lossy or lossless. In the lossy
case, the distortion requirement is defined from the decision-
making process. The wireless networks having the objectives
(1) and (2) can all be categorized as distributed multi-terminal
coding problem. Furthermore, the roles of (1) and (2) played
successively by the first and the second stages, respectively,
can be formulated according to the framework of the Wyner-
Ziv (WZ) problem [11]. Therefore, the utilized model in this
paper can be assumed as a two-stage successive Wyner-Ziv
system.

Distributed multi-terminal lossy/lossless coding represents
a crucial and fundamental subject which appeared half a
century ago in the field of Information and Communication
Theory [12]. Originally, Slepian and Wolf (SW) identified
the admissible rate region for lossless reconstruction of the
multiple correlated sources [13]. The concept is now utilized
in the lossy forward (LF) relaying techniques [14]–[19] with
application to mobile wireless communications. In the LF
research framework, since the original information and its
relayed version are correlated even in the presence of trans-
mission errors occurring in the links, they are used to recon-
struct the original information at Destination losslessly. Hence,
the system setup can be analyzed by utilizing the Slepian-
Wolf theorem. Since Destination is only interested in the
lossless reconstruction of the information sent from the source
(Source), Relay works as Helper and provides side information
to Destination. Of course, the shape of the admissible rate
region changes depending on the mutual information between
the reconstructed information at Relay and Destination [11].
However, since in mobile wireless communications the chan-
nels conditions vary according to the fading variation, the
shape of the admissible rate region also exhibits time-varying
nature. In [14], the outage probability of the LF relaying
system is investigated in Rayleigh fading channels. Moreover,
[15]–[19] apply LF relaying to other network topologies and
propagation scenarios. LF relaying was also investigated in a
system with simultaneous wire- less information and power
transfer (SWIPT) capability [20]. Authors in [21] derived the
outage probabilities and outage capacities of SWIPT based
three-step two-way decode-and-forward (DF) relay networks.
Recently, Ref. [22] focused on intelligent reflecting surface
(IRS)-assisted sidelink transmission systems, and showed that,
under block Rayleigh fading, LF relaying is more efficient than
DF, especially when the number of IRS elements is small.

Distributed multi-terminal lossy coding is an extension of
the lossless case; the rate-distortion (RD) functions in this case
are analyzed in [23]–[25]. Wyner and Ziv derived the rate-
distortion region for the distributed lossy source coding prob-
lem with side information at the decoder [23]. Berger [24] and
Tung [25] determined inner and outer bounds of the achievable
RD region of multi-terminal source coding with two sources.
In [26], the RD function is analyzed with quadratic Gaussian
Chief Executive Officer (CEO) problem. Ref. [27] proposed a
modified Berger-Tung coding by changing the constraints of
codebook design for Federated Learning applications where
data sharing is replaced with model sharing. As in the lossless
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case, the information theoretic results [23]–[26] are utilized
in [28] where the LF technique is used in E2E lossy cases.
The trade off between tolerable maximum distortion, rate
constraints, and outage probability of the system is analyzed
in [28]. It is then shown that in fading channels, the higher
the tolerable distortion at Destination, the larger the rate-
distortion region, yielding lower outage probability. Recently,
it is shown in [29] that the outage probability with a lossy
one-source one-helper Wyner-Ziv system over fading Multiple
Access Channels (MACs) is larger than that over two-phase
fading orthogonal transmissions, but the difference is very
slight. This result provides very meaningful insight that MAC
transmission is useful to reduce the transmission latency
without sacrificing the system outage significantly if the source
information is not necessarily reconstructed at Destination.
The outage probability of two source transmission assisted
by a single optimal Helper is derived in [30] by applying the
admissible RD region with multi-terminal source coding [24].
It is shown in [30] that larger admissible RD region can be
achieved by a single optimal Helper, yielding lower outage
probability. Moreover, the latency of lossy communications
with two correlated sources is studied in [31] using Gaussian
codebooks and average Age-of-Information (AoI) is derived
with system outage probability as a parameter. The study
[31] has been further extended in [32] to the case where an
analytical framework of the upper bound on average AoI in
systems with the first-come-first-served scheme is established.

Notice that none of the previous contributions summarized
above covers the case where both Source and Relay have
their observations of the same target, as exemplified by Fig. 1.
Such system can be viewed as distributed lossy and/or lossless
transmission of correlated sources via two successive stages,
as
• In the first stage, the problem can be seen as a WZ system

where Source (Node 1) transmits the sensed information
to Helper (Node 2). The latter has its own sensing
information which is used as the side information.

• The second stage can also be seen as a WZ system where,
Destination (Car) receives the information transmitted
from Source and the side information sent from Helper.

The primary objective of this contribution is to extend the
major results of [28] to a two-stage WZ system where lossy
source reconstructions at both Helper and Destination are
aimed at. These losses affect the accuracy of tentative and final
decisions, respectively, and the maximum tolerable distortions
at the two nodes are set as parameters. The E2E distortion
is regarded as the decision makers’ quality requirements im-
posed on the communication part1,2. The maximum tolerable
distortion at Relay is specified as a constraint when critical
decisions have to be made intermediately. In this case, the first
stage should be considered independent of the two-stage WZ
system. However, if the requirement is the E2E distortion, we

1This paper focuses on the communications part only. The decision-making
part may largely rely on the most advanced AI or ML technologies, however
they are out of the scope of this paper.

2In the context of stating lossy reconstruction with distortion level as a
parameter, the concept also includes lossless case by setting the distortion
parameter at zero.

must analyze the two stages jointly. It is shown in Section III.B
that the distortion transfer function (DTF) denoted as Λ(., .)
having two variables, derived by utilizing the mathematical
properties of the binary convolution, plays an important role
when analyzing the successive WZ problem.

In this work, it is assumed that the correlation between the
observations by Source and Helper is represented by a bit-
flipping model with a fixed flipping probability, as the one
in [33]. Since Destination is moving, the transmission links
for the wireless transmissions with the second stage suffer
from fading. In this paper, we assume that the velocity of
the Destination is less than a threshold, such that the block
length is short enough compared to the fading coherence
time3. Hence, the frequency-flat block fading model [35] is
adopted, as in [19], [29], [36], and determining the threshold
is out of the scope in this paper. The outage event is defined
as the case where the rate pair supported by the wireless
transmission links falls outside the admissible RD region. The
outage probability is then calculated theoretically by a two-
fold area integral with respect to the two probability density
functions (PDFs) over the range defined by the rate region.
This paper first derives the theoretical expression of the outage
probability, and then shows the numerical results of the outage
curves. Since the Monte-Carlo method [37] is shown to well
match the theoretical results with respect to numerical integral
calculations of the outage probability [14], this paper also
relies on the Monte-Carlo method to obtain the numerical
results for the area integral. The major contributions of this
paper are summarized as follows.

i) This paper derives the admissible RD region for a two-
stage successive WZ system for binary sources. The
proposed DTF takes advantage of the binary convolution
property, and recursively utilizes the connection between
its function value and the associated argument variables.
The DTF works as a bridge from the first to the second
WZ stages, enabling the theoretical analysis of the entire
system as a whole.

ii) Based on the derived admissible RD regions of the two-
stage WZ system, we calculate the outage probability
in block Rayleigh fading where the impact of distortion
requirements at Helper and Destination is taken into
account. We further analyze how the tolerable distortions
with the two stages are related and how significant is
their impact on the system outage probability. Conversely,
given the outage probabilities fixed, how the tolerable
distortions are allocated to the first and second stages is

3By utilizing broadband signaling techniques, transmission can be com-
pleted within the fading coherence time. However, it imposes severe fad-
ing frequency selectivity, resulting in inter-symbol interference (ISI). The
detrimental effects due to the severe ISI caused by the fading Frequency-
Selectivity can be eliminated by a proper use of Equalization, and thereby
the performance with the frequency-flat static channel can be recovered,
block-by-block, yielding Maximum Ratio Combining diversity gain on the
outage probability. This indicates that the signal energy spread over the
multipath components can be coherently recovered by a proper use of
Equalization Techniques, resulting in the Matched Filter Bound performance
[34]. Therefore, the outage probability calculated assuming block fading
model is an upper bound. However, since the calculated outage curves are
exact in the scenario setup assumed, it is not mentioned that the calculated
outage is upper bound.



4

also identified for independent and correlated fading cases
in the second stage.

The rest of the paper is organized as follows. Section
II presents the system model and provides its mathematical
formulation with the assumptions on the block fading channel
models. Section III derives and analyzes the admissible RD
regions with the two WZ stages considering requirements
on the tolerable maximum distortion levels at Helper and
Destination as parameters. Section III also introduces the DTF
to connect the two stages of admissible RD regions. Section IV
first calculates the system outage probability by numerically
calculating the area integral, and the numerical results are then
examined given the distortion requirement for independent
and correlated fading at the second stage. Finally, Section V
concludes the paper.

II. SYSTEM MODEL

In this Section, the system model used in this paper is de-
scribed. This paper does not focus on any specific applications,
such as that shown in Fig. 1, but rather includes any system
having a two-stage WZ’s logical structure. Therefore, we use
as much as possible mathematical expressions to express the
roles of the function blocks. Since they refer to different
purposes, we distinctively use phase and stage to describe,
respectively, the physical operation and the successive logical
structure. Accordingly we consider three phases, one sensing
and two transmission phases in the one-source, one-helper,
two-stage WZ communication model investigated in this paper.
The first phase involves observation of the target by Source and
Helper from different positions, which make the observations
by Source and Helper are not exactly the same but correlated.
The second and the third phases are for the communications
over the wireless links. In the second phase, Source broad-
casts the entropy-encoded version of the target information to
Helper and to Destination. In the third phase, Helper transmits
the reconstructed version of the target information, which may
be distorted4 due to the transmitted signal power restriction
at Source, resulting in Source-Helper link’s channel capacity
being unable to support the entropy-coded target information
rate.

In addition, there are two stages, the stage 1 and the stage
2, indicated by blue and red in Fig. 2, respectively. In stage 1,
Helper aims to reconstruct the target information based on the
observation transmitted from Source and its own observation.
In stage 2, Destination then aims to reconstruct the target
information based on the observation transmitted from Source
and the helper information. As stated before, the system shown
in Fig. 2 can be seen as two distributed multi-terminal lossy
and/or lossless source coding stages which are successively
connected.

For the performance analysis of the two-stage WZ system,
we first derive the achievable RD regions with the stage 1
and the stage 2 independently. We then introduce the DTF to

4The distortion may occur during the wireless transmission of the entropy-
coded target information, or due to the lossy compression at Source or Helper
which is needed because the supported rates by the links is not large enough.
However, examining the error cause is out of the scope of this paper.

Fig. 2. One Source one Helper two-stage successive WZ simplified system
model. The first stage observation (dashed lines) and communication (solid
line) links are in blue, and the second stage WZ orthogonal communication
links are in red.

calculate the admissible RD region over the three transmission
rates R0, R1, and R2 of the system. According to the block
Rayleigh fading assumption for the communication links in the
stage 2, the channels stay constant over one transmitted block
while varying block-by-block. We derive a theoretical expres-
sion of the outage probability, which is expressed as a two-fold
area integral concerning the PDFs of the instantaneous signal-
to-noise power ratio (SNR). The integral boundary conditions
correspond to the RD regions with the stages 1 and 2.

A. Two-Stage WZ LF Relaying

Assume that for the simplicity of the analysis, the coded
versions of the observed information and transmitted infor-
mation are expressed by a codeword selected from a binary
codebook. Extensions to the cases using the non-binary or
Gaussian codebook are straightforward [38]. The first WZ
stage, the stage 1, comprises target observation and Source-
Helper transmission phases with the objective of reconstruct-
ing the target information for making a tentative decision at
Helper. We assume that Source is close enough to the target,
and hence the observation of the target is perfect. For the ease
of mathematical manipulation, we consider that the discrete
memoryless source X generates length-n independent and
identically distributed (i.i.d.) binary sequences, x = (x(i))

n
i=1

defined over the alphabet X = {1, 0} with i being the time
index5. However, the rate R0 of the Source-Helper link may
not be able to support the rate for transmitting the entropy-
coded target information. Hence the packet received by Helper
may likely be distorted due to lossy compression at Source or
errors occurring during the Source-Helper link transmission.
Helper observes the target at a place different from Source;
therefore, the observed information at Helper is different from,
but correlated to X . The observed information V at Helper
is also modeled by a discrete memoryless i.i.d. sequence
v = (v(i))ni=1 taken from the binary alphabet V = {1, 0}
at each time index i. We assume an i.i.d bit-flipping model to
express the correlation between X and V , as V = X⊕E, with

5x is equivalent to the binary entropy-coded version of the target at Source
under the perfect observation model.
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Fig. 3. Detailed block diagram of the two-stage successive WZ system.

E ∼ Bern(pH) and pH being the bit-flipping probability6,
where pH = 0 and pH = 0.5 are extreme cases where the
correlation is one and zero, respectively. In the following,
we assume that the bit-flipping probability pH is a constant
parameter because it depends only on physical conditions such
as camera orientation.

The second phase in stage 1 involves packet transmis-
sion from Source to Helper7. The decoder at Helper uses
the sequence v together with the sequence x̂, received via
the Source-Helper link, and provides an estimate x̂H =
(x̂H(i))ni=1 of x. With the Hamming distortion measure be-
tween x(i) and x̂H(i) being

d (x(i), x̂H(i)) =

{
1, if x(i) 6= x̂H(i)
0, otherwise, (1)

the average distortion between the sequences x and x̂H is
defined as

DH = D(x, x̂H) =
1

n

n∑
i=1

d(x(i), x̂H(i)). (2)

The average distortion at Helper is an important parameter not
only to evaluate the accuracy of the stage 1, but also to identify
reasonable distortion allocation in both stage 1 and stage 2.
We define the maximum acceptable distortion D?

H ∈ [0, 0.5)
specified by the tentative decision-making process at the stage
1. Eventually, D?

H = 0 corresponds to lossless requirement
and D?

H 6= 0 to lossy. Obviously, the distortion DH at Helper
depends on the rate R0 supported by the Source-Helper link
and on the correlation between X and V .

The objective of the second WZ stage is to reconstruct
at Destination another version X̂D of the target information,
while keeping the final distortion lower than the Destination’s
distortion requirement DX , by utilizing the lossy and/or
lossless versions of the target information transmitted via the
Source-Destination and the Helper-Destination links. However,
because of the fading due to the mobility of Destination, the

6This i.i.d. bit-flipping model should be able to be extended to any
cardinality size of the codebook definition alphabet set. Also, the i.i.d. error
assumption should be able to be replaced by an observation error model with
memory. However, observation error model matching is out of the scope of
this paper.

7It should be noted that since we assume Shannon’s lossy/lossless source-
channel separation theorem for the RD region and the outage derivations, we
consider source coding rate only at this point of the paper.

Source-Destination link may not be able to support a rate
R1. Moreover, after the source reconstruction at the stage 1,
Helper encodes and transmits the sequence x̂H to Destination,
but the rate R2 supported by the Helper-Destination link may
not be large enough to recover the target information with
the distortion requirement DX only from x̂H . There arises,
however, a possibility that the distortion of the reconstructed
target information can be made smaller than DX by joint
decoding, i.e., D(x, x̂D) ≤ DX with x̂D being the joint
decoder output.

Whether or not D(x, x̂D) ≤ DX can be satisfied depends
on the rate triplet (R0, R1, R2), and since the two stages are
connected, the criterion on the triplet requirement also depends
on the distortion DH of x̂H reconstructed by Helper with
the help of the observation correlation knowledge at the stage
1. With a distortion requirement DX at Destination, together
with the knowledge of the bit-flipping probability pH between
X and V given, the admissible RD region R(DX) of the
two-stage successive WZ system involves all the rate triplets
(R0, R1, R2), as

R(DX) = {(R0, R1, R2) : (R0, R1, R2) is admissible if
lim
n→∞

E(D(x, x̂D)) ≤ DX + ε,∀ε > 0}, (3)

for which exact expression of the region is derived in Section
III.

As stated before, the system performance analysis can
be decomposed into two lossy distributed coding problems
where, since the stage 2 is successively connected to the
stage 1, its performance is affected by the distortion DH

resulted from the stage 1. We start our investigations by
analyzing the admissible RD region with the stage 1 for a
given distortion requirement D?

H at Helper. Then, the second
stage analysis follows, where the distortions DH (≤ D?

H) and
DX at Helper and at Destination, respectively, are taken into
account independently. The two stages are then connected to
analyze the rate-distortion region of the two-stage successive
WZ system with DX as a parameter.

Remark: For the first stage, we used the WZ theorem which
requires that U → X → V forms a Markov chain as U
represents the encoded and transmitted information of X ,
Therefore, U is computed only from X , and the bit flipping
probability between U and X corresponds to the distortion
DH . According to the source model, X also depends on V
and the bit flipping probability between X and V is defined
as pH . In the second stage, Z is the side information obtained
from the encoding of Y with a bit-flipping probability equal to
p, and W is the reconstructed version of the source information
X and suffering from a bit-flipping distortion DX . Finally, Y
is the result of the stage 1 reconstruction at the helper, and it is
correlated with X with a bit-flipping probability DH . Hence,
Z → Y → X →W forms a Markov chain.

B. Channel Model

Destination is assumed to be moving while Source and
Helper are fixed. Hence, the Source-Destination and the
Helper-Destination links suffer from fading. The complex
channel gains h1 and h2 representing the Source-Destination
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and the Helper-Destination links’ block Rayleigh fading, re-
spectively, follow a complex Gaussian distribution h1, h2 ∼
CN (0, 1). The source sequence x is channel-encoded and
modulated onto a complex symbol vector xT which is trans-
mitted to Destination. The corresponding received sequence is
expressed as

w =
√
G1h1xT + nS , (4)

where G1 is the geometric gain [39] of the Source-Destination
link, and nS represents the zero-mean complex additive white
Gaussian noise (AWGN) sequence. Using the same notation
as in the Source-Destination link, the transmission over the
Helper-Destination link is expressed as

z =
√
G2h2yT + nH , (5)

with G2 being the Helper-Destination link’s geometric gain,
nH the AWGN component, and yT the complex symbol
sequence corresponding to the channel-encoded version of the
reconstructed source information x̂H at Helper. The geometric
gain G1 being normalized to unity, the Helper-Destination link
geometric gain can be defined as G2 = (d1d2 )ν with d1 and
d2 being the Source-Destination and the Helper-Destination
distances, and ν is the path loss exponent. In the model of the
Source-Helper link used in this paper, the cameras of Source
and Helper are fixed and located at relatively high positions
to have wide visions. Therefore, we assume that the Source-
Helper link is dominated by the line-of-sight (LoS) component,
and hence the Source-Helper link is static8 by ignoring the
very weak non-LoS (NLoS) components for simplicity, as in
[36]. For the sake of simplicity, the effect of shadowing is also
ignored for all the links.

Denote the transmitted power at Source and Helper by EX
and EY , respectively, and the per-dimension variance of the
noise components by N0/2, which is common to Source and
Helper. The average SNRs on the Source-Destination and the
Helper-Destination links are, respectively, expressed by ΓS =
G1

EX

N0
and ΓH = G2

EY

N0
, with which the instantaneous SNRs

with the two links are given by γS = |h1|2ΓS and γH =
|h2|2ΓH . Under the block Rayleigh fading assumption, the
Source-Destination and the Helper-Destination instantaneous
SNRs over each block follow exponential distribution with
PDFs, as

p(γi) =
1

Γi
exp(− γi

Γi
), i ∈ {S,H}. (6)

III. RATE-DISTORTION SYSTEM ANALYSIS

In this Section, we present admissible RD regions for the
two communication stages using the WZ theorem with the dis-
tortion requirements D?

H and DX at Helper and Destination,
respectively, as parameters. The entropy of a random variable

8In practice, the second-order statistics representing the memory structure
of the channel variation is not fully identified, and up to the authors’ best
knowledge, only a few derived expressions are known, e.g., [40], but they are
highly propagation model-dependent. In this sense, how we can best exploit
the advantage of memory-channel over memory-less channel, both block-by-
block, is left as an open question.

X ∈ X that follows a probability mass function p(x) is given
by

H(X) = −
∑
x∈X

p(x) log p(x), (7)

where for the particular case of the binary alphabet X = {0, 1}
with p(x = 0) = p, we define the binary entropy function as
H(X) = Hb(p) = −p log(p)− (1− p) log(1− p).

We denote the mutual information between two random
variables X ∈ X and Y ∈ Y as

I(X;Y ) = −
∑

(x,y)∈X×Y

p(x, y) log
p(x, y)

p(x)p(y)

= H(X)−H(X|Y )

(8)

A. Stage-by-Stage Rate-Distortion Analysis

1) Stage 1 Admissible Rate-Distortion Region: The stage
1 involves observation of the target by Source and Helper,
followed by Source-to-Helper transmission. Helper aims to
reconstruct the target information, which may be lossy or
lossless, for making the tentative decision. Since we assume
perfect target observation at Source, the system is equivalent
to lossy source coding with side information for which the
rate R0 should satisfy the WZ RD function [11] which is, for
general sources, given by

R0 ≥ I(X;U |V ), (9)

where U is an auxiliary variable representing the encoded and
transmitted information for X . Since U → X → V forms
a Markov chain with respective bit flipping probabilities DH

and pH , the mutual information in (9) can be rewritten as

R0 ≥ H(U |V )−H(U |V,X)

= H(U |V )−H(U |X)

= Hb(DH ∗ pH)−Hb(DH), (10)

where the operator ∗ denotes the binary convolution defined
as x ∗ y = x(1− y) + y(1− x).

With Helper’s tolerable maximum distortion D?
H being

given as a parameter, the required Source-to-Helper link
rate R0 can be calculated as a function of the bit-flipping
probability pH . If the target observations X and V by Source
and Helper are independent, then pH = 0.5. In this case, the
required distortion D?

H can be satisfied only by independent
decoding when R0 ≥ 1 − Hb(D

?
H), according to the binary

point-to-point test channel’s RD function [38]. Oppositely, if
the observations by Source and Helper are correlated, the bit-
flipping probability pH decreases, resulting in that a lower
Source-Helper link rate R0 is required to satisfy D?

H . This
finding agrees with the results shown in [28]. Moreover,
since Hb is an increasing function when its argument value
is between 0 and 0.5, it can be found from Eq. (10) that
the distortion DH of the first stage can be reduced if the
observation by Helper is highly correlated with that by Source,
or if Source-Helper link can support higher rate. This is useful
when our objective is simply to reduce the distortion DX

at Destination, and when R0 and pH are the fixed design
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Fig. 4. Admissible RD region for the stage 2 with different distortions DH

at Helper, and for different distortion requirements DX at Destination.

parameters9. Given the first stage distortion DH , the rates R1

and R2 in the second stage can be identified, which determines
the distortion DX at Destination.

2) Stage 2 Admissible Rate-Distortion Region: The stage 2
is based on the two orthogonal communication steps over the
Source-Destination and the Helper-Destination links with their
rates R1 and R2, respectively. Obviously, the logical structure
of the system is equivalent to single-helper assisted distributed
lossy coding where the reconstructed source information by
Helper, represented by Y , has a distortion DH measured by
the Hamming distortion from the source information X . Since
X and Y are correlated, this stage is also equivalent to lossy
distributed source coding of which WZ admissible RD region
[11] is specified by

R1 ≥ I(X;W |Z) (11)
R2 ≥ I(Y ;Z) (12)

with auxiliary variables W and Z representing, respectively,
the reconstructions of X and Y , encoded and transmitted from
Source and Helper, at Destination as depicted in Fig. 3.

Since Z → Y → X → W forms a Markov chain
parameterized by the bit flipping probability and Hamming
distortions, p, DH , and DX , respectively, Eq. (11) can be
expressed as

R1 ≥ H(W |Z)−H(W |Z,X)

= H(W |Z)−H(W |X)

= Hb(p ∗DH ∗DX)−Hb(DX). (13)

With the assumption of the uniformly distributed binary source
X with the i.i.d. random bit flipping error model between X
and Y , H(X) = H(Y ) = 1. Hence,

R2 ≥ H(Y )−H(Y |Z) = 1−Hb(p). (14)

Besides the final distortion DX , as shown in (13) and (14),
the admissible RD region of the second stage depends on DH ,

9It should be noticed that this finding is only the case that the transmission
part of the stage 1 is over the static Source-Helper link

and the Helper-Destination link’s bit flipping probability p.
Fig. 4 shows the admissible RD region of the stage 2 with DH

and DX as parameters where the solid and dashed curves are
for DX = 0.1 and DH = 0.1, respectively. The value of p is
determined from Eq. (14), by p = H−1

b (1−R2) where H−1
b (.)

is the inverse of the binary entropy function [14]. Fig. 4 shows
that, when R1 is large enough for independent decoding, the
side information provided by Helper in R2 becomes redundant.
This case follows the test channel model [38] of point-
to-point communication corresponding to the RD function
R1 ≥ 1 − Hb(DX), and is independent of the distortion
DH . Note that the case R1 = 1 corresponds to lossless
recovery DX = 0. However, when R1 is not large enough to
guarantee the distortion requirement at Destination, R2 should
be increased to compensate the decreased R1. In this case,
the value of R2 depends on the stage 1 distortion DH at
Helper. For example, if the Source-to-Helper communication
in the first stage is lossless, e.g., DH = 0, the admissible
RD region is equivalent to that obtained in [28] for lossy-
forward relaying where the bit-flipping probability due to the
errors occurring in the Source-Helper link is set at 0. It is also
clear that the admissible RD region becomes larger when the
distortion DH at Helper becomes smaller. Even with R2 = 1,
R1 = Hb(DH ∗DX) −Hb(DX) > 0 is required if DH 6= 0
due supposedly to the insufficient rate R0 supported by the
Source-Helper link and/or low correlation between the two
observations at the stage 1. Another interesting finding is, as
demonstrated by the dashed lines, that the admissible rate-
distortion region becomes remarkably larger when Destination
can accept large distortion DX . It is also worth noticing that
the slopes of the admissible RD region boundaries are the
same when the values of DX and DH are interchanged, i.e.,
the two curves with the same color are parallel each other, and
the slope is 1/(Hb(DH ∗DX)− 1).

The stage-by-stage admissible RD region analysis presented
above is useful for applications where a tentative decision’s
tolerance criterion D?

H is required at Helper. In this case,
depending on the correlation between the observations by
Source and Helper, the rate constraint is identified for the
Source-Helper link to achieve the required distortion at the
stage 1. Given the distortion requirement DH ≤ D?

H of the
stage 1, the admissible RD region is then fully identified by
Eqs. (13) and (14) for the stage 2, which satisfies the distortion
requirement DX at Destination. It is clear that the two stages
can be studied separately for such applications.

B. Distortion Transfer Function for Two-Stage WZ System
Analysis

This sub-section derives the global system’s RD region, by
connecting the two WZ stages, with the bit-flipping probability
pH of the observation by Helper and the final distortion DX

as parameters. We do not consider the constraint imposed
on the stage 1 distortion DH at Helper as long as DX is
satisfied, for which the region of the rate triplet (R0, R1, R2)
has to be plotted. To connect the two stages, the distortion
DH at Helper is a crucial parameter since it depends on the
bit flipping probability pH and the rate R0 in the stage 1,
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Fig. 5. The required Helper distortion D?
H as a function of the Source-

Destination link rate R1 for different Helper-Destination link rates R2 and
destination distortion requirements DX .

and significantly impacts the admissible RD region of the
stage 2. To mathematically analyze the impact of DH on the
admissible RD region of the stage 2, we introduce a function
for computing an upper bound of binary convolutions.

Proposition. For any values x, t ∈ [0, 0.5] and y ∈ [0, 0.5),
if x ∗ y = x(1− y) + y(1− x) ≤ t, then

x ≤ Λ(y, t) ,
1

2

(
1− 2t− 1

2y − 1

)
. (15)

The proof is trivial using the binary convolution definition.
As shown in Appendix A, when t is fixed, Λ(y, t) is an

inversely decreasing function of y, and it takes its maxima
Λ(y, t)max = t with y = 0. Hence, if the convolution x ∗ y is
upper-bounded by t, then x is upper-bounded by Λ(y, t) ≤ t,
which imposes a constraint on x, depending on the value of
y.

Lemma. For any probabilities x, t ∈ [0, 0.5] and y, z ∈
[0, 0.5), if x ∗ y ∗ z ≤ t, then

x ≤ Λ(y,Λ(z, t)). (16)

The proof is a trivial extension of Proposition.
For the first WZ stage, Eq. (10) can be rewritten using

the Λ-function to more clearly identify the impact of pH ,
the observation correlation between Source and Helper, given
the rate R0 supported by the Source-Helper link and the
required distortion DH = D?

H at Helper. Given that H−1
b

is an increasing function, using Proposition, we have

pH ≤ Λ(D?
H , H

−1
b (R0 +Hb(D

?
H))). (17)

This equation shows that the Λ-function transfers the con-
straint on the stage 1 distortion D?

H at Helper, to a constraint
on the bit-flipping probability pH of the observation by Helper
which is equivalent to the distortion on the side information
V for Helper with respect to X . In the case the distortion

requirement D?
H is satisfied only by the Source-Helper rate

being R0 ≥ 1 − Hb(D
?
H), with which Λ(y, 0.5) = 0.5

indicating no side information is required. When a larger
distortion D?

H at Helper can be tolerated, or when the Source-
Helper link’s supported rate R0 increases, the requirement for
the correlation between observations by Source and Helper can
be relaxed, and hence relatively larger pH can be tolerated.

Similarly, we can use the Λ-function to transfer the stage
2 distortion requirement DX at Destination, to the stage 1
distortion requirement on DH at Helper. Given that H−1

b is
an increasing function, by utilizing Lemma, we can identify
the distortion D?

H at Helper required to be satisfied after the
first stage based on parameters DX and R1, as

D?
H ≤ Λ

(
p,Λ(DX , H

−1
b (R1 +Hb(DX)))

)
. (18)

When the rate R2 supported by Helper-Destination link
is large enough to guarantee error free transmission with
p = 0, then by setting Λ(0, t) = t, the upper bound on
D?
H reduces to Λ(DX , H

−1
b (R1 +Hb(DX)) defined as DSI .

This is analogous to the stage 1 constraint expressed in (17),
and provides the required distortion of the side information
for Destination. However, when the rate R2 supported by the
Helper-Destination decreases, the error probability p increases,
and since Λ is a decreasing function of its first argument, the
required distortion D?

H at Helper has to be decreased. We
recall that the function Λ(y, t) is only defined for y ≤ t.
Then, (18) turns into a condition p ≤ DSI . If this condition is
not satisfied, it is impossible to achieve the distortion DX at
Destination, even with zero distortion at Helper, and as a result
the outage event happens. This issue will be further discussed
in Section IV.

The recursive structure shown in (18) corresponds to the
cooperative communication network topology, which provides
us with significant flexibility when analyzing the rate region of
the network represented by lossy distributed coding systems.
As the Λ-function identifies the distortion level D?

H at Helper
required to satisfy the final distortion DX at Destination, it is
called DTF in the rest of the paper.

Fig. 5 represents the distortion D?
H required for the stage

1 versus R1 supported by the Source-Destination link with
R2 and DX as parameters. It is found that when the rate
R1 supported by the Source-Destination link is larger than
1 − Hb(DX), the Helper has no distortion requirement, i.e.,
D?
H = 0.5. This corresponds to the case where the dis-

tortion requirement at Destination can be satisfied by the
rate supported by the point-to-point Source-Destination link
independently of p and DH . However, when R1 decreases
to lower than 1 − Hb(DX), the side information provided
by the Helper-Destination link is needed, and the required
distortion D?

H at Helper decreases very quickly. When R2 = 1
(blue curves), the Helper-Destination link is error free p = 0,
and the required distortion D?

H correspond to the required
side information distortion DSI . When the Helper-Destination
link’s supported rate R2 decreases, this results in higher error
probabilities p, and lower distortion is required at Helper.
Moreover, in this case, even with a lossless communication
at the stage 1 yielding DH = 0, a condition on R1 ≥
Hb(DX ∗ p)−Hb(DX) is required to support p ≤ DSI .
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(a) DX = 0.05, 1−Hb(DX) = 0.71,
pH = 0.05, Hb(pH) = 0.28

(b) DX = 0.2, 1−Hb(DX) = 0.27,
pH = 0.05, Hb(pH) = 0.28

(c) DX = 0.05, 1−Hb(DX) = 0.71,
pH = 0.4, Hb(pH) = 0.97

(d) DX = 0.2, 1−Hb(DX) = 0.27,
pH = 0.4, Hb(pH) = 0.97

Fig. 6. The admissible RD region for the two-stage successive WZ system with lossy/lossless reconstruction at Helper for different distortions requirements
DX at Destination, and Helper to Source observations correlation.

In block fading environments, the supported rates R1 and
R2 vary due to the instantaneous SNR variations, block-
by-block. An indicative insight for the outage evaluation in
fading environments which will be investigated in Section
IV is that when, for example, large distortion level DH at
the stage 1 can be tolerated to make a tentative decision at
Helper, the requirement on the rates R1 and R2 also becomes
large to satisfy the distortion requirement DX to make the
final decision at Destination; the requirement is not satisfied
with a certain outage probability, because the stage 1 is by
observations followed by transmission over static channel,
while the stage 2 is via fading channel.

C. Two-Stage Successive WZ System 3D Rate-Distortion Anal-
ysis

To have insightful observation toward a deeper under-
standing of the influence of each parameter on the two-
stage WZ system’s RD region defined in Eq. (3), this sub-
section provides three-dimensional (3D) figures to visualize
the rate triplet surface (R0, R1, R2). The result is shown in
Fig. 6 with respect to the parameter correlation pH of the

observations between Source and Helper, and the distortion
DX at Destination. Figs. (6a)–(6d) illustrate the admissible
rate-distortion surfaces for the four combinations of the bit-
flipping probability pH ∈ {0.05, 0.4} and tolerable distortion
DX ∈ {0.05, 0.2} at Destination. First of all, it is clearly found
that arbitrary R0 and R2 values are admissible as long as the
rate R1 supported by the Source-Destination link is larger than
1−Hb(DX), which corresponds to the rate for lossy point-to-
point communication over the Source-Destination link alone.
It is also found by comparison between Figs. (6a) and (6b)
as well as between Figs. (6c) and (6d) that the two-stage WZ
system’s admissible RD region occupies greater volume as
larger distortion is allowed at Destination. Moreover, for a
given distortion requirement DX , the admissible RD region
also expands when the correlation between Source and Helper
observations increases. Figs. (6a) and (6b) show the admissible
region for a highly correlated case pH = 0.05. It is found
from those figures that when R0 ≥ Hb(pH), the admissible
RD region for the rate pair R1 and R2 remains the same. This
comes from the fact that this setup corresponds to a lossless
communication at the stage 1 yielding DH = 0. However,
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when R0 < Hb(pH), the corresponding non-zero distortion at
Helper needs to be compensated by increasing the rates R1 and
R2. For a given DX , as shown in Figs. (6c) and (6d), when
the observation by Helper is not highly correlated with the one
by Source, Hb(pH) approaches one, and thereby higher rates,
R1 and R2 are required on the stage 2, resulting in reduced
area of the admissible rates region of R1 and R2.

IV. OUTAGE PROBABILITY ANALYSIS

Based on the admissible RD regions investigated in Section
III, we can derive the outage probabilities for the two-stage
successive WZ system under the system and the fading vari-
ation models given in Section II. We assume that the Source-
Destination and the Helper-Destination distances are equal,
which corresponds to equal geometric gains G1 = G2 = 1.
Without the loss of generality, we assume normalized spectrum
efficiencies RSc = RHc = 1

2 for the communications over the
Source-Destination and the Helper-Destination links, which
corresponds to the case, for example, where a half-rate channel
code with binary phase shift keying (BPSK) modulation is
used. Under such assumptions, the average SNRs on the
Source-Destination and the Helper-Destination links are iden-
tical, i.e., Γ1 = Γ2. Since the parameters related to the stage
1 are all static, we investigate the impact of the distortions
DH and DX at Helper and Destination, respectively, on the
system performance.

A. Outage Probability Derivation

An outage event occurs when the rates triplet (R0, R1, R2)
falls outside the admissible RD region defined in Eq. (3)
for a distortion requirement DX at Destination. As depicted
in Fig. 1, the stage 1 parameters including the bit-flipping
probability pH and the Source-Helper link rate R0 are fixed.
Hence, it is reasonable that the distortion DH at Helper is
also fixed when calculating the outage probability. On the
other hand, Destination is assumed to be moving, indicating
that the Source-Destination and the Helper-Destination links
are suffering from fading variations, and thereby their sup-
porting rates R1 and R2 also change block-by-block. Corre-
lated Rayleigh fading between the Source-Destination and the
Helper-Destination links is assumed in this paper, with which
statistically independent fading is a special case. Note that
fading correlation is different from observation correlation. For
the lossless case, impact analyses of the statistical properties of
fading variations on the outage probability and the equivalent
diversity order with Lossy Forward relaying are provided in
[19].

Given the first WZ stage distortion DH at Helper, an
outage happens when either the rate R1 or R2 does not,
or both do not satisfy the rate-distortion region specified by
the distortion requirement DX at Destination. Therefore, the
outage probability with the two-stage successive WZ system
can be expressed by twofold (area) integrals with respect to
the PDF of the instantaneous SNRs of the Source-Destination
and the Helper-Destination links.

Given the distortions pair (DH , DX), the inadmissible RD
region of the stage 2 can be identified, as shown in Fig. 4.

For the ease of the integral calculation, it should be noticed
that the region can be split into two disjoint sub-regions,
Case 1 and Case 2. The former corresponding to that for
any possible values of R2, the Source-Destination link rate
R1 ≤ Hb(DH ∗ DX) − Hb(DX) is not large enough to
compensate the distortion DH at Helper in order to satisfy
the requirement DX at Destination. The latter (Case 2) corre-
sponds to the case where the distortion p 6= 0 caused by the
rate loss on R2 < 1 is not recovered by the Source-Destination
link rate R1 ≤ Hb(p ∗DH ∗DX)−Hb(DX). The two cases
are denoted C1 and C2, and can be written as:

C1 , {0 ≤ R1 ≤ Hb(DH ∗DX)−Hb(DX), 0 ≤ R2}
C2 , {Hb(DH ∗DX)−Hb(DX) ≤ R1

≤ Hb(p ∗DH ∗DX)−Hb(DX), 0 ≤ R2 ≤ 1}
The outage probability Pout can then be computed by taking

the average over all the transmission rate pairs (R1, R2) that
fall inside the rate region specified by the sets C1 and C2.
Since C1 and C2 are disjoint, Pout can be written as:

Pout = Pr{(R1, R2) ∈ C1}+ Pr{(R1, R2) ∈ C2}
= PC1

out + PC2
out

(19)

Since the communication part of the stage 2 is orthog-
onal and is point-to-point over both the Source-Destination
and the Helper-Destination links, we can use the Shannon’s
lossy source-channel separation theorem [33]. Hence, R1 and
R2, required to achieve the distortion DX at Destination
as shown in Eqs. (13)–(14), can further be replaced by the
channel capacities with the Source-Destination and the Helper-
Destination links, as

R1 ≤ ΦS(γS) , C(γS)/RSc , (20)
R2 ≤ ΦH(γH) , C(γH)/RHc , (21)

where RSc and RHc represent the normalized spectrum effi-
ciencies including the channel coding rate and the modulation
multiplicity with C(.) being the Shannon capacity function
with Gaussian codebooks10. Moreover, γS and γH have been
defined in (6). When two dimensional signaling is used, the
Shannon capacity with the instantaneous SNR γ is expressed
as C(γ) = log(1 + γ). Therefore, if the rate pair (R1, R2)
provided by (ΦS(γS),ΦH(γH)) falls inside the inadmissible
rate-distortion region C1 or C2, an outage occurs. The instan-
taneous SNRs γS and γH can be computed as functions of the
rates R1 and R2, respectively, by using the inverse of functions
of ΦS and ΦH , as γS = Φ−1

S (R1) = 2R1·RS
c − 1 and γH =

Φ−1
H (R2) = 2R2·RH

c − 1. Obviously, Φ−1
S (0) = Φ−1

H (0) = 0.
As noticed before, the RD analysis for the successive two-
stage WZ system can also be used in the lossless cases by
setting DX = 0.

Given the distortion DH at Helper in the stage 1 and the
required distortion DX at Destination, the outage probability
PC1
out = Pr{(R1, R2) ∈ C1} due to Case 1 can be calculated

using the joint PDF of the instantaneous SNRs p(γS , γH) as

PC1
out = Pr{0 ≤ R1 ≤ LS , 0 ≤ R2}

10Based on the source-channel separation theorem, we assume binary
source coding using binary codewords, followed by capacity-achieving chan-
nel using Gaussian codebooks.
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Fig. 7. Outage probability of the two-stage successive WZ system for different
distortions DH at Helper and a fixed distortion DX = 0.1 at Destination.

= Pr{0 ≤ ΦS(γS) ≤ LS , 0 ≤ ΦH(γH)}
= Pr{Φ−1

S (0) ≤ γS ≤ Φ−1
S

(
LS
)
,Φ−1

H (0) ≤ γH}

=

∫ +∞

Φ−1
H (0)

∫ Φ−1
S (LS)

Φ−1
S (0)

p(γS , γH) dγS dγH , (22)

where LS = Hb(DH ∗DX)−Hb(DX).
Case 2 includes R2 = ΦH(γH) < 1, which results in the

bit flipping probability p 6= 0, calculated using the Helper-
Destination link’s instantaneous SNR γH , as p = H−1

b (1 −
ΦH(γH)). Hence, with HS(γH) = Hb(H

−1
b (1 − ΦH(γH)) ∗

DH ∗DX)−Hb(DX), the outage probability Pr{(R1, R2) ∈
C2} due to Case 2 is obtained by

PC2
out = Pr{LS ≤ R1 ≤ HS(γH), 0 ≤ R2 ≤ 1}

= Pr{LS ≤ ΦS(γS) ≤ HS(γH), 0 ≤ ΦH(γH) ≤ 1}
= Pr{Φ−1

S (LS) ≤ γS ≤ Φ−1
S (HS(γH)),

Φ−1
H (0) ≤ γH ≤ Φ−1

H (1)}

=

∫ Φ−1
H (1)

Φ−1
H (0)

∫ Φ−1
S (HS(γH))

Φ−1
S (LS)

p(γS , γH) dγS dγH (23)

B. Outage Analysis in Independent Fading

Under the assumption of independent fading variations
on the Source-Destination and the Helper-Destination links,
by substituting Eq. (6) into Eqs. (22) and (23), the outage
probabilities corresponding to Case 1 and Case 2 can be
expressed by (24) and (25), respectively, where PC1

out is a
closed-form result, and PC2

out is only a one-fold integral.
Even though we can use the simple yet accurate approx-

imation of the inverse entropy function given by [14], still
deriving explicit expression of the integrals given by Eq. (25)

Fig. 8. Outage probability of the two-stage successive WZ system for different
distortions DX at Destination and fixed distortions DH = 0, DH = 0.01
and DH = 0.1 at Helper.

is not easy11. Hence, we use a numerical method to evaluate
the integrals.

The numerical result of the outage probability for the two-
stage successive WZ system is presented in Fig. 7, where the
required tolerable distortion at the destination is set to DX =
0.1, and the distortion DH at Helper varies from 0.0 to 0.3.
We can clearly observe from the decay of the green curve
corresponding to a lossless stage 1 (DH = 0) that second-
order diversity can be achieved over the entire value range of
the average SNR. However, when the distortion DH at Helper
increases, the decay in outage curves corresponds to second-
order diversity only for low average SNR. However, the decay
asymptotically merges into the first-order diversity when the
average SNR value increases. It is found that the value range
during which the second-order diversity can be achieved is
smaller as the distortion DH at Helper is larger. This result
is consistent with the outage curves shown in [42] for a LF
relaying applied to lossless communications. The result is also
consistent with the analytical results presented in Fig. 5 where
we demonstrated using the DTF that the required distortion
DH at Helper becomes smaller rapidly as the rates R1 and
R2 supported by, respectively, the Source-Destination and the
Helper-Destination links decrease. The asymptotic behavior of
the diversity order according to the increase in average SNRs
is proven in Appendix B for both lossless and lossy cases.

We then focus on the impact of the required distortion
DX at Destination on the system outage probability. Fig. 8
depicts the outage probability as a function of the average
SNR of the Source-Destination and the Helper-Destination
links for DX ∈ {0, 0.05, 0.2, 0.3} where black, red, and blue
curves correspond to DH = 0, DH = 0.01 and DH = 0.1,

11The H-Transform [41] functions including the Meijer-G and Fox-H
functions are useful tools for analyzing and modeling the properties of the
variation of the connected channels. However, the decoding and re-encoding
processes at the LF helper break the connected channel variation occurring
on the concatenated S-H-D link into S-H and H-D independent variations.
Hence, with this setup, we can best utilize Shannon’s separation theorem
independently, link by link.
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PC1
out =

1

ΓSΓH

∫ +∞

Φ−1
H (0)

∫ Φ−1
S (LS)

Φ−1
S (0)

exp(− γS
ΓS

) exp(− γH
ΓH

) dγS dγH = 1− exp

(
−Φ−1

S (LS)

ΓS

)
(24)

PC2
out =

1

ΓSΓH

∫ Φ−1
H (1)

Φ−1
H (0)

∫ Φ−1
S (HS(γH))

Φ−1
S (LS)

exp(− γS
ΓS

) exp(− γH
ΓH

) dγS dγH

=
1

ΓH

∫ Φ−1
H (1)

Φ−1
H (0)

exp(− γH
ΓH

)

[
exp

(
−

Φ−1
S (LS)

ΓS

)
− exp

(
−

Φ−1
S (HS(γH))

ΓS

)]
dγH (25)

respectively. It can be clearly observed that when larger
distortion is tolerated at Destination, the outage probability
curves have the same decay, i.e., the curves with the same
DH values indicated by the same color are parallel. In fact,
the required distortion DX at Destination has no impact on
the diversity order.

As shown in Fig. 4, the smaller the value of DX , the
sharper the slope of the admissible rate region of the stage
2. However, it is found from Fig. 8 that this admissible
RD slope change has no impact on the tendency of the
outage probabilities diversity order. This is because when DX

decreases, the outage probability PC1
out dominates the system

outage probability, and the contribution of Case C2 becomes
smaller. This observation justifies that the tendency of the
diversity order remains the same. This asymptotic tendency
is also supported mathematically in Appendix B.

C. Outage Analysis in Correlated Fading
In practice, the fading variations happening on different

links are often correlated because of insufficient spatial or
temporal separation between the communicating nodes. We
use ρ = 〈h1h

∗
2〉 to denote the correlation of the channel gains

h1 and h2 occurring at the Source-Destination and the Helper-
Destination links12, respectively, where |ρ| = 0 corresponds
to independent fading, for which outage probability has been
investigated in sub-section IV-B. When |ρ| 6= 0, the joint PDF
of the instantaneous SNRs γS and γH is given by [19]

p(γS , γH) =
1

ΓSΓH(1− |ρ|2)
exp

(
− 1

1− |ρ|2
(
γS
ΓS

+
γH
ΓH

)

)
× I0

(
2|ρ|

1− |ρ|2

√
γSγH
ΓSΓH

)
,

with I0(x) being the zero-th order modified Bessel’s function
of the first kind. It can be expressed using its series expansion
[43] as

I0(x) =

+∞∑
m=0

1

(m!)2

(x
2

)2m

. (26)

Then, the outage probabilities corresponding to Case 1 and
Case 2 can be, respectively, approximated by taking the first
M terms, as in Eqs. (27) and (28) with

a =
1

1− |ρ|2
, (29)

12We characterize mathematically the channel correlation by the parameter
ρ, which allows us to analyze the outage probability without considering any
practical propagation models.

Am =
1

ΓSΓH(m!)2

|ρ|2m

(1− |ρ|2)2m+1
. (30)

Remark: It is well known that the Taylor series expansion
of the Bessel function is quite accurate and has been widely
used [19]. In fact, we utilized in this paper, a term-by-
term convergence test where the value difference between the
two consecutive indexes in the summation is checked and
if the difference is found to be less than a specified small
value, the calculation for the summation is stopped. Appendix
C provides the stability proof and the justification of the
numerical calculations by using the Taylor Series expansion of
the modified Bessel Function of the first kind. Analyzing the
impact of inaccuracy of the series expansion at very detailed
level is left as future research.

Based on the outage probability expression, the numerical
method used in the independent fading case can also be used
to evaluate the outage probability where the summations are
calculated for increasing m until convergence. As assumed in
the independent case, the parameters from the stage 1 are fixed
and the Source-Destination and the Helper-Destination links
experience identical average SNRs. The results are presented
in Fig. 9 where the impact of the fading correlation ρ is
analyzed for different distortion requirements at Helper and
Destination. Fig. 9 (a) presents the results for the case where
the stage 1 is assumed to be lossless, providing DH = 0.
Clearly, for a given distortion requirement DX at Destination,
the larger the fading correlation, the higher the outage proba-
bility. However, when the average SNR is large, second-order
diversity can be achieved for DH = 0, regardless of DX and ρ
values. As in the independent fading case, larger distortion DX

at Destination can be tolerated, smaller outage probability can
be achieved. The curves are all parallel-shifted, and the shift
depends on the considered parameters. The curves in Fig. 9 (b)
show that when DH 6= 0 at Helper, the asymptotic behavior
of the outage probability changes to the first-order diversity.
However, depending on the value of DH and on the links
correlation |ρ|, the second-order diversity can be achieved at
medium values range of the average SNR. The average SNR
on which we observe a second-to-first diversity order change is
higher when DH and |ρ| are smaller. We finally conclude that
when the Helper-Destination and the Source-Destination links
are more highly correlated, the outage probability becomes
larger. However, the fading correlation has no impact on the
diversity order at high average SNRs value range, as we
observed in the case of the independent Helper-Destination and
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PC1
out ≈

M∑
m=0

Am

∫ +∞

Φ−1
H (0)

∫ Φ−1
S (LS)

Φ−1
S (0)

(
γSγH
ΓSΓH

)m
exp

(
−a γS

ΓS

)
exp

(
−a γH

ΓH

)
dγS dγH (27)

PC2
out ≈

M∑
m=0

Am

∫ Φ−1
H (1)

Φ−1
H (0)

∫ Φ−1
S (HS(γH))

Φ−1
S (LS)

(
γSγH
ΓSΓH

)m
exp

(
−a γS

ΓS

)
exp

(
−a γH

ΓH

)
dγS dγH (28)

(a) Lossless stage 1: DH = 0 (b) Fixed distortion requirement at Destination DX =
0.2

Fig. 9. Outage probability of the two-stage successive WZ system for different fading correlation coefficient ρ with different distortions DX at Destination
and DH at Helper.

Source-Destination links scenario. This asymptotic behavior is
mathematically proven in Appendix D.

V. CONCLUSIONS

In this paper, the outage probabilities of two-stage suc-
cessive Wyner-Ziv relaying have been evaluated, where it is
assumed that neither Source-Helper nor Source-Destination
communications have to be lossless. The system is divided into
two successive stages for which the admissible rate-distortion
(RD) regions have been investigated. Moreover, a distortion
transfer function (DTF) has been proposed as a mathematical
tool for analyzing how the distortions at each stage affects to
(or is affected by) its connected stages. A three dimensional
plot of the whole system’s admissible RD region has then
been calculated using the DTF. It is shown that the admissible
RD region becomes larger remarkably when the tolerable
distortion at Destination is higher. Furthermore, when the
observations by Source and Helper are highly correlated, the
required Source-Helper link rate can be reduced which makes
the whole system’s admissible rate region even larger. Then,
based on Shannon’s lossy source-channel separation theorem,
this paper has calculated the two-stage WZ system’s outage
probabilities under the assumption of static links with the stage
1 and block Rayleigh fading links with the stage 2. Numerical
results for the outage probabilities have been presented with

different distortion levels at Helper and Destination parameters
in independent and correlated fading variations. The results
demonstrate that the impact of the distortion tolerated by
Helper appears in the form of diversity order in the outage
probability curves; a second-order diversity can be achieved
only if the reconstruction at Helper is perfect, and the diversity
order plateaus at the first order asymptotically by increasing
averages SNR if the reconstruction is imperfect. Moreover,
when the end-to-end required system distortion is larger, the
outage probability decreases while keeping the same diversity
order. This asymptotic tendency of the outage probability
remains the same for independent and correlated fading. We
can finally conclude that with very smart decision-making
machines that can tolerate larger distortions, the total power
consumption can be reduced while keeping a certain level of
the outage probability, required for critical services with fading
link qualities such as in C-V2X.

APPENDIX A
ANALYSIS OF THE FUNCTION Λ(y, t)

The Distortion Transfer Function Λ(y, t) defined in Eq. (15)
has two partial derivatives

∂Λ(y, t)

∂y
=

2t− 1

(2y − 1)2
≤ 0, (31)
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and
∂Λ(y, t)

∂t
=

−1

(2y − 1)
> 0. (32)

Hence, Λ(y, t) is a monotonically decreasing function of its
first argument y. For a given t ∈ [0, 0.5], Λ(y, t) reaches its
maximum at y = 0, with Λ(y = 0, t) = t, and its minimum
at y = t with Λ(y = t, t) = 0. For a given y ∈ [0, 0.5),
Λ(y, t) is a linearly increasing function of its second argument
t with a slope depending on y as expressed in Eq. (32), a zero
minimum obtained at y = t, and a maximum achieved for
t = 0.5 as Λ(y, t = 0.5) = 0.5.

APPENDIX B
ASYMPTOTIC ANALYSIS OF THE OUTAGE PROBABILITY IN

INDEPENDENT CHANNELS

To analyze the asymptotic tendency of the outage proba-
bility under independent fading variations, we consider the
lossless reconstruction case independently of the lossy case,
both at Helper.

A. Lossless Reconstruction at Helper

For any value of the required distortion DX at Destination,
when DH = 0, we have LS = Hb(DH ∗DX)−Hb(DX) = 0,
hence, applying Eq. (24), we obtain PC1

out = 0. The system
outage probability is then dominated by the second case
expressed by

Pout =PC2
out =

1

ΓH

∫ Φ−1
H (1)

Φ−1
H (0)

[
exp

(
− γH

ΓH

)
− exp

(
− γH

ΓH
−

Φ−1
S (HS(γH))

ΓS

)]
dγH

(33)

Given the power series expansion of the exponential func-
tion as e−x =

∑+∞
i=0

(−x)i

i! , for small values of x we can
use the approximation e−x ≈ 1− x. Hence, for high average
SNRs, ΓH ,ΓS → +∞, the approximated outage probability
reduces to

Pout ≈
1

ΓHΓS

∫ Φ−1
H (1)

Φ−1
H (0)

Φ−1
S (HS(γH)) dγH ∝

1

ΓHΓS
,

which means that the outage probability asymptotically fol-
lows a second-order diversity when ΓH ,ΓS → +∞. We notice
that this tendency is also independent of the required distortion
DX at Destination, as long as DH = 0.

B. Lossy Reconstruction at Helper

When the source distortion achieved at Helper is DH 6= 0,
we can conclude from Eqs. (24) and (25) that when ΓH ,ΓS →
+∞, the outage probability will be dominated by the first
case as PC2

out → 0. Hence, the outage probability can be
approximated as:

Pout ≈ PC1
out = 1− exp

(
−Φ−1

S (LS)

ΓS

)
, (34)

which, using the exponential function approximation, reduces
to

Pout ≈
Φ−1
S (LS)

ΓS
∝ 1

ΓS
, (35)

when ΓS → +∞. This result shows that for any value of DX ,
as long as DH 6= 0, the outage curve follows the tendency of
a first-order diversity.

APPENDIX C
STABILITY ANALYSIS OF NUMERICAL CALCULATIONS BY

THE TAYLOR SERIES EXPANSION

Since the integral of Eqs. (27) and (28) can be rewritten as(
γSγH
ΓSΓH

)m
exp

(
−a γS

ΓS

)
exp

(
−a γH

ΓH

)
=

ΓSΓH
a2(m+1)

(
γmS

(ΓS/a)
m+1

)(
γmH

(ΓH/a)
m+1

)

· exp

(
− γS

ΓS/a

)
exp

(
− γH

ΓH/a

)
=

ΓSΓH(m!)2

a2(m+1)

(
γmS

m! (ΓS/a)
m+1

)
exp

(
− γS

ΓS/a

)

·

(
γmH

m! (ΓH/a)
m+1

)
exp

(
− γH

ΓH/a

)
=

ΓSΓH(m!)2

a2(m+1)
pMRC,(m+1) (γS) pMRC,(m+1) (γH) , (36)

with pMRC,(m+1)(γ), γ = γS or γH being PDF of the
instantaneous SNR gamma after Maximum Ratio Combining
with Γ/a being the average SNR for Γ = ΓS or ΓH , as

pMRC,m(γ) =
1

(m− 1)!

γm−1

(Γ/a)m
exp

(
− γ

Γ/a

)
. (37)

Substituting Eqs. (29), (30) into Eq. (36) yields the coeffi-
cient of Eq. (36) as

ΓSΓH(m!)2

a2(m+1)
=

1

Am

|ρ|2m

(1− |ρ|2)
, (38)

resulting in both Eqs. (27) and (28) being

PC1 or C2
out =

∞∑
m=0

Am

h2∫
h1

s2∫
s1

(
γSγH
ΓSΓH

)m
exp

(
−a γS

ΓS

)

· exp

(
−a γH

ΓH

)
dγSdγH , (39)

where the boundaries of the integrals are {h1, h2} =
{Φ−1

H (0),∞}, {s1, s2} = {Φ−1
S (0),Φ−1

S (LS)} for PC1
out

and {h1, h2} = {Φ−1
H (0),Φ−1

H (1)}, {s1, s2} = {Φ−1
S (LS),

Φ−1
S (HS(γH))} for PC2

out. Eq. (39) can further be expressed
as

PC1 or C2
out =

h2∫
h1

s2∫
s1

pMRC,1(γS)pMRC,1(γH)dγSdγH ,

for ρ = 0, (40)

PC1 or C2
out =

1

(1− |ρ|2)

∞∑
m=0

|ρ|2m
h2∫
h1

s2∫
s1

pMRC,(m+1)(γS)

· pMRC,(m+1)(γH)dγSdγH , for 0 < ρ < 1,
(41)



15

Obviously since ρ = 0 with Eq. (40), it is exactly equivalent
to Eqs. (22) and (23) for PC1

out and PC2
out , respectively, which

corresponds to independent fading occurring on the S-D and
H-D links. Since with 0 < ρ < 1 the boundaries for the double
integral in Eq. (41) are the same as that for the independent
fading case given by Eq. (40), it is found that each term in the
summation of Eq. (41) is equivalent to that for calculating PC1

out
and PC2

out , where the PDFs are replaced by that for m-th order
MRC diversity pMRC,(m+1)(γS) and pMRC,(m+1)(γH). This
observation on the commonalty of the double integrals justifies
the use of the double integral with the Taylor Series expansion
of the Modifies Bessel function. In fact, those outage curves
shown in the figures in the previous versions were calculated
by the Monte-Carlo method for the double integrals of (40)
for ρ = 0 and (41) for 0 < ρ < 1.

Furthermore, since each double integral term in Eq. (41)
indicates that the outage probabilities PC1

out and PC2
out with

the m-th order MRC diversity monotonically decreases as
m increases, and since the term |ρ|2m is also monotonically
decreasing with m, each term in the summation in Eq. (41),
as a whole, also monotonically decreases. Furthermore, since
∞∫

0

∞∫
0

pMRC,(m+1)(γS)pMRC,(m+1)(γH)dγSdγH = 1, (42)

it is found that the Series of (41) is upper bounded by

PC1 or C2
out =

1

(1− |ρ|2)

∞∑
m=0

|ρ|2m
h2∫
h1

s2∫
s1

pMRC,(m+1)(γS)

· pMRC,(m+1)(γH)dγSdγH

≤ 1

(1− |ρ|2)

∞∑
m=0

|ρ|2m
∞∫

0

∞∫
0

pMRC,(m+1)(γS)

· pMRC,(m+1)(γH)dγSdγH

≤ 1

(1− |ρ|2)

∞∑
m=0

|ρ|2m =
1

(1− |ρ|2)
2 . (43)

It can now be concluded that since each term in the
summation of Eqs. (27) and (28), or equivalently Eq. (41),
is monotonically decreasing with m, the summation is upper
bounded by (43). Hence, the numerical calculation based on
the Taylor Series expansion is stable. In fact, the calculations
for the plots in Fig. 9 use a convergence test that the calculated
value ratio with m + 1 to with m becomes smaller than, for
example, 0.01-0.1, depending on the target outage value range.
It is emphasized that only M ≤ 5 was required.

APPENDIX D
ASYMPTOTIC TENDENCY ANALYSIS OF THE OUTAGE

PROBABILITY IN CORRELATED CHANNELS

In the presence of channel correlation, the joint PDF of the
instantaneous SNRs can be written:

p(γS , γH) =
a

ΓSΓH
exp

(
−a(

γS
ΓS

+
γH
ΓH

)

)
×I0

(
2a|ρ|

√
γSγH
ΓSΓH

) (44)

with a defined in Eq. (29). With large average SNRs
ΓH ,ΓS → +∞, hence the argument of the modified Bessel
function tends to be 0, yielding I0(0) = 1. Hence the joint
PDF can be further approximated at high SNRs, as:

p(γS , γH) ≈
a

ΓSΓH
exp

(
−a γS

ΓS

)
exp

(
−a γH

ΓH

)
= p(γ′S)p(γ′H)

(45)

with γ′S = γS
a and γ′H = γH

a , and their corresponding
mean SNRs Γ′S = ΓS

a2 and Γ′H = ΓH

a2 that tend to +∞
when ΓH ,ΓS → +∞. Hence, the outage probability in
correlated channels exhibits asymptotically the same tendency
as the case of independent channels, for which the tendency,
shown in the previous appendix, is mainly depending on the
achieved distortion at the helper DH . Moreover, at high SNRs
regime, the achieved diversity order in correlated channels is
independent of the destination required distortion DX , as in
the independent channels case.
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