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Turning to Information Theory to Bring In-Memory
Computing Into Practice

Elsa Dupraz, François Leduc-Primeau, Kui Cai, and Lara Dolecek

Abstract—This paper explores the emerging field of in-
memory computing, which has the potential to signifi-
cantly improve energy efficiency in many signal processing
and machine learning applications. In-memory computing
systems are impacted by various sources of noise and
perturbations that can affect their computation accuracy.
Therefore, this paper aims to identify the key challenges
to be addressed from an information-theoretic point of
view in this area. It first identifies relevant computa-
tion structures and noise models from the literature
of hardware implementation, and then reviews existing
works in information theory and error-correction for in-
memory computing. Finally, it identifies key open avenues
for establishing information-theoretic foundations of in-
memory computing systems, and for providing insightful
design rules leading to highly energy-efficient computing
systems.

I. INTRODUCTION

In the past, the performance and energy efficiency
of electronic computing systems were mainly improved
through advancements in CMOS integrated circuit tech-
nology, with the number of transistors per chip increas-
ing from around a thousand in 1970 to more than 50
billion in 2022 [1]. However, as it is unlikely that
CMOS technology will continue to make significant
improvements in the future, computer designers are ex-
ploring other methods to achieve further enhancements,
such as specialized architectures and new styles of
computing circuits. In particular, the conventional von
Neumann architecture involves significant data transfers
between memories and processing units, which is costly
in terms of latency and energy consumption. In-memory
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computing (IMC) architectures are seen as particularly
promising alternatives since they simultaneously solve
the von Neumann bottleneck while offering good storage
densities. Among other applications, in-memory com-
puting is seen as having great potential in the field of
artificial intelligence (AI), as it could significantly reduce
the energy consumption of AI circuits [2].

Emerging non-volatile memories (eNVMs), such as
spin-transfer torque magnetic random access memory
(STT-MRAM), phase change memory (PCM), resistive
random access memory (ReRAM), and ferroelectric
field-effect transistors (FeFETs) are currently being in-
tensively explored as the key building block for in-
memory computing. Their memory cells can be pro-
grammed into different resistance/conductance states,
through which both storage and analog multiply-and-
accumulate (MAC) operations can be done [3]. In-
memory computing architectures have been developed
for a variety of applications in the fields of signal
processing, optimization [4], computer science [5], and
AI [2], [6]. Although in-memory computing can also
be achieved with conventional memory circuits such as
SRAMs [7], in this paper we choose to focus on eNVMs
since their non-volatile property enables an additional
source of energy efficiency from the ability to quickly
power on or off the device.

Memristive devices, also referred to as memristors, are
typically used to build memory cells in eNVMs. Memris-
tors are characterized by their distinctive physical prop-
erty, namely, the alteration of their internal conductance
in response to the current passing through them. This
characteristic not only facilitates data storage but also,
when harnessed in conjunction with a two-dimensional
(2D) crossbar configuration of memristors, enables the
construction of various computational structures, from
dot-product engines [8] to logic circuits [9] or shortest
path computation [5]. The prevalent methodology for
building such computational structures typically entails
an initial step wherein an idealized electrical circuit is de-
signed, employing memristors in conjunction with other
electronic components such as resistors and amplifiers,
to execute the desired computational task. Subsequently,
this abstracted circuit is mapped onto the aforementioned
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Figure 1. Outline of the paper. Extracting computation structures
and error models from the physics and implementation of eNVM
devices will hopefully lead to insightful information theory analysis
of in-memory computing and to more efficient implementations.

crossbar architecture.
These IMC circuits are impacted by various sources

of perturbations that can be modeled as a combination
of noise and errors introduced into the values stored
and during the computations performed on those values.
Careful management of this noise can bring significant
opportunities into the design by addressing the inherent
tradeoff between the amount of noise and the computa-
tion energy. It is thus beneficial to study these systems
from an information-theoretic perspective in order to es-
tablish a theoretical foundation for their efficient design.
The joint investigation of architecture design and infor-
mation theory gives rise to fresh challenges and questions
for information theory, while also contributing valuable
insights and analytical tools to the design process.

The primary objectives of this paper are to extract
computation structures and noise models from the exist-
ing body of literature on IMC hardware implementation,
and to identify information-theoretic problems of interest
for in-memory computing. When discussing such prob-
lems, the following three aspects will be crucial: (i) the
need for the development of accurate yet simple noise
models to capture memory device non-idealities while
making the analysis tractable, (ii) the importance of
analyzing and designing in-memory computing systems
from the perspective of the final application (such as
matrix-vector multiplication, deep neural networks, etc.),
given that each application has its own performance met-
rics and constraints, and (iii) the crucial role of hardware
efficiency in terms of power and latency for developing
energy-efficient in-memory computing solutions, as this
is a key benefit of this technology.

The paper outline, summarized in Figure 1, is as
follows. Section II describes the physical background
of in-memory computing devices. Section III presents
computation structures for key applications. Section IV
extracts relevant noise models from the literature. Sec-
tion V introduces existing information-theoretic analyses

for in-memory computing. Section VI describes existing
error-correction solutions.

II. PHYSICAL BACKGROUND

In this part, after discussing key memory technologies
that allow for in-memory computing, we present a high-
level physical model of memristors that captures the
relationship between the memristor conductance value
and the current that flows accross it. We next describe
the 2D memristor crossbar arrangement which will then
allow for implementing various IMC structures.

A. Existing Memory Devices for In-Memory Computing

Currently, a variety of nanoscale memory devices
are being considered for in-memory computing [3], [7].
Conventional charge-based memories such as static ran-
dom access memory (SRAM), dynamic random access
memory (DRAM), and Flash memory, store information
based on the presence or absence of charge in the
memory components. SRAM and DRAM, being con-
ventional volatile memories, feature excellent read/write
speed with mature fabrication process. Both SRAM and
DRAM can implement Boolean functions and other
discrete arithmetic operations in memory [7]. On the
other hand, NAND Flash memory dominates the cur-
rent non-volatile memory (NVM) market and supports
sequential data accesses. Both NAND and NOR Flash
memories can implement analog arithmetic operations
in memory [10].

eNVMs refer to resistance-based memories that uti-
lize specific resistive components with variable internal
resistance states to store information. The internal re-
sistance level of each elementary memory component
can change based on the voltage drop applied across
it. Among eNVMs, STT-MRAM, PCM, and ReRAM
possess appealing features such as excellent scalability
and near-zero leakage power [3]. STT-MRAM [11] can
achieve the shortest access latency and the lowest energy
consumption while having a relatively larger cell size.
STT-MRAM components can only store binary values,
due to their limited resistance range. Both PCM [12]
and ReRAM [13] have demonstrated multilevel resis-
tance states, which allows them to store multiple bits
per cell for storage and computation purposes. Another
promising eNVM device is FeFET [14], which exhibits
low read latency, but a limited number of levels.

B. Memristor Physical Model

In eNVMs, resistive memory components are also
referred to as memristive devices or memristors. The



3

N bit lines (BL)

L
 w

o
rd

 lin
es (W

L
)

Read voltage pulse

Read current path
sneak current path

Figure 2. Example of a memristor crossbar array composed of L
row WLs and N column BLs, with SLC. Each intersection between a
WL and a BL contains a memory cell. The blue cells contain logical
value 1 (low resistance value rON) and the gray cells contain logical
value 0 (high resistance value rOFF). To read one cell value, a read
voltage pulse is applied at the input WL, and the current is read at the
output BL. A sneak-path is a concurrent current flow which affects
more the reading of cells in high resistance states, while cells in the
concurrent path are in low resistance states.

first physical model of the memristors voltage-current
characteristic was expressed in [15] as

v(t) = r(t)i(t) (1)

r(t) = rONαq(t) + rOFF (1− βq(t)) , (2)

where v(t), q(t), i(t) = dq
dt , and r(t), are the voltage,

charge, current, and resistance of the memristor at time
instant t, respectively, and α, β are parameters that
depend on internal characteristics of the memristors. The
first equation is the conventional Ohm’s law, while the
second one is specific to memristors, where the internal
resistance value varies with its charge. Although the
model in (2) is a rough approximation of the physics
of the memristor, it allows us to understand its behavior
from a high level perspective. Some more recent physical
models were also proposed, which capture more accu-
rately the device non-linearity [16].

C. Memristor Crossbars for In-Memory Computing

In eNVMs, memristors are typically arranged in 2D
crossbar arrays [7], see Figure 2 for an example. Cross-
bar arrays are formed by the intersections of row word
lines (WL) and column bit lines (BL), and each inter-
section contains a memory cell. There exists different
memory cell constructions. The 1M crossbar configura-
tion (one memristor per cell) is subject to a sneak-path
phenomenon, which corresponds to undesired paths for
the current flow in the crossbar. The 1T1M configuration
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Figure 3. Electrical circuit of the DPE built from a L×N memristor
crossbar, where memory cell (j, k) is built from a memristor of
conductance gj,k. By applying Ohm’s law (1) and Kirchhoff’s current
law on each BL, we show that the current ik has expression
ik =

∑L
j=1 gj,kuj . The output TIA with feedback resistance r

transforms the current ik into a voltage ck as ck = rik, which permits
to read the DPE output.

(one transistor and one memristor per cell) can alleviate
this issue but requires a larger area [17]. Since the
1M configuration is also harder to program, it is less
considered in practice. Therefore, in the remaining of
the paper, we always consider 1T1M configurations.
However, in the figures, for simplicity and clarity, we
represent each memory cell as a memristor only, omitting
the transistor.

Another important aspect resides in the number of
resistance/conductance levels that can be programmed
within memristors. Widely used single-level cells (SLC)
only support two possible values: one low-resistance
state (LRS) with resistance value rON and conductance
value gON (logical value 1), and one high-resistance state
(HRS) with resistance value rOFF and conductance value
gOFF (logical value 0) [15]. Alternatively, multi-level
cells (MLC) and analog cells (AC) are very appealing in
many applications. A MLC takes its value in a discrete
alphabet, while an AC represents one real value.

D. Memory Reads and Writes

As described in Figure 2, one can read a specific
conductance value at position (j, k) by applying a read
voltage pulse on WL j and reading the current on BL k,
according to (1). In addition, to write a specific value
to the memristor at position (j, k), one can apply a
write voltage pulse of higher amplitude at WL j, relying
on (2). For instance, in SLC, each memristor can be set
to either rON or rOFF by applying a voltage pulse VSET

for HRS or VRESET for LRS. In the 1T1M configuration,
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the transistors permit to select the cell to be updated in
the WL.

Note that the terms WL and BL originate from the
SLC random access memories, and by convention re-
main in use when discussing crossbar arrays. However,
crossbar arrays allow activating all rows (WLs) simulta-
neously, while cells may store more than one bit, with
the result that BLs indeed may carry much more than
one bit of information. Unfortunately, the terminology is
not uniform in the literature. For instance some authors
use “bit lines” to refer to the input lines and “source
lines” to refer to the output lines.

III. COMPUTATION STRUCTURES

The objective of this section is to describe in-memory
computation structures that can be implemented within
a memristor crossbar. These architectures have been
developed by leveraging inherent physical characteristics
of memristors captured by equations (1) and (2). In what
follows, we focus on three fundamental operations: dot-
product computation, Boolean logic computation, and
Hamming distance computation, which will then allow
to address a large variety of applications in the area
of optimization, signal processing, AI, and computer
sciences.

A. Dot-Product Computation

Memristor crossbars allow for the implementation
of in-memory analog dot-product engines (DPE) repre-
sented by the equation c = uA, where the matrix A is
of size L×N , and the vectors c and u are of length N
and L, respectively. The DPE is realized with AC using
an idealized circuit shown in Figure 3. In this crossbar,
each coefficient aj,k of the matrix A is mapped as a
conductance value gj,k/r at the intersection of WL j
and BL k [8], where r is the feedback resistance of the
transimpedance amplifier (TIA) at the end of each BL.
Each element of the input vector u is fed into a digital-
to-analog converter (DAC) to produce a voltage level.
The product output Au is then reflected in the voltages
c after the TIAs at the end of each column. Finally, these
voltages are fed into analog-to-digital converters (ADCs)
to generate the digital outputs. Since conductance values
must be positive, the dot-product operation is often
performed by using two memristors for each matrix
element, one for positive values and one for negative
values [4]. In this case, the final output can be obtained
by performing current subtraction in the analog domain,
or performing the subtraction in the digital domain.

The DPE shown in Figure 3 is considered in many
applications. First, it can be used to implement the linear

parts of deep neural network (DNN) layers, with each
conductance storing a neuron weight [2], [6], [18]. The
non-linear parts of each DNN layer are then implemented
either in CMOS [2], [18], or with a dedicated analog
circuit [6]. In addition, the DPE can be used to compute
the fixed-points of the matrix A by re-injecting output
voltages ck as inputs uj through several iterations. This
observation comes from the fact that the fixed-points
of a given function f : RN → RN can be calculated
iteratively as x(ℓ+1) = f(x(k)). This iterative procedure
converges locally (e.g, when initialized close to the
fixed-point) to a fixed point x⋆ satisfying x⋆ = f(x⋆),
given that the Jacobian of the function f satisfies certain
conditions [19].

Note that some other DPE architectures consider the
circuit of Figure 3 but replace the TIA by a simple
resistance with internal conductance level gs [4]. In this
case, the relation between the matrix component aj,k
and the conductance levels gj,k is given by aj,k =

gj,k
gs+

∑L
j=1 gj,k

[4]. When considering N = L, this archi-
tecture also enables to implement the inverse operation
u = cA−1, by first applying specific output voltages ck
and then reading the input voltages uj [4]. This property
permits us to solve a variety of optimization and signal
processing problems, by recasting them, either exactly or
approximately, as combinations of dot-product compu-
tation, inverse dot-product computation, and fixed-point
computation [4].

B. Logic-in-Memory

In-memory computing can also implement logic cir-
cuits by considering SLC with two conductance lev-
els gON and gOFF. As one of the first proposed so-
lutions, the memristor-based material implication (IM-
PLY) logic [9] implements in-memory NOR operations
over K inputs; see Figure 4 (a). The NOR-gate output
z = x1 + x2 + · · ·xN is equal to 1 only if all binary
values xk are set to 0. To evaluate z, conductance
values g1 to gK are set to logic input gate values xk
either 0 or 1 (through gON and gOFF) and the NOR
gate output is then read in the internal conductance
state h of the rightmost memristor. However, the IMPLY
architecture requires each memristor to be connected to
one resistor RS , making it challenging to integrate many
logic gates into the same crossbar. Alternatively, the
memristor-aided logic (MAGIC) architecture [20] shown
in Figure 4 (b) can also implement a K-input NOR
gate but without using resistors RS . It is worth noting
that the NOR gate operation has the functional com-
pleteness property, which means that any logic function
can be implemented from NOR gates only. However,
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Figure 4. Logic gates implemented in memory. (a) NOR gate from IMPLY architecture [9]. Conductance levels g1 to gK store the K
gate inputs, while conductance value h provides the gate output. The architecture also uses K + 1 resistors Rs. The conductance h is first
initialized at HRS gOFF. Next, if all gk are set to HRS gOFF, h will switch to LRS gON according to (2) (under proper choice of parameters Vs,
V0, gON, gOFF, Rs). (b) NOR gate from MAGIC architecture [20]. Conductance levels g1 to gK store the K gate inputs, while conductance
value h provides the gate output. Given that the conductance h is initialized at LRS gON, h will switch to HRS gOFF only if all gk are set to
gON, according to (2) (under proper choice of parameters Vs, gON, gOFF). (c) Generic logic gate from PLiM [21] and MOL architectures [21].

this solution often results in large circuit sizes needed
to implement the logic function. Additionally, one of
the major challenges of IMPLY and MAGIC resides in
mapping a large number of logic gates into a single
memristor crossbar for performing massively parallel
operations, as discussed in [9], [20].

PLiM [21] and MOL [22] architectures also imple-
ment logic gates, but using only one memristor, as shown
in Figure 4 (c). Both approaches utilize the Boolean
formula Qn+1 = Qn · A + Qn · B̄ + A · B̄, which
enables the implementation of any logic function by
adjusting the logic values of A, B, and Qn [21], [22].
This equation is computed in memory by converting Qn

into the memristor conductance value, where Qn = 1,
Qn = 0, are mapped to conductance levels gON, gOFF,
respectively, while A and B are assigned as voltage
levels 0V (for logic value 0) or uV (for logic value 1).
According to (2), the voltage drop accross the memristor
may update its internal conductance value, which is then
read as Qn+1 in accordance with the previous Boolean
equation. These architectures allow for the implementa-
tion of a large number of gates in one crossbar, where
memristors in each WL share the same value A, and
memristors in each BL share the same value B [22].
However, difficulties in this architecture reside in the
dynamic aspect of evaluating output gate values Qn+1

from previous values Qn, and the need for a secondary
memristor crossbar to store useful input values that are
erased in the computation process.

C. Hamming Distance Computation

Hamming distance computation is a fundamental op-
eration on a pair of binary vectors, and has found broad
use in large-scale data processing. Being able to execute
this calculation and similar ones directly in memory
could have substantial positive impact on the practical
realization of in-memory computing. It was first shown

g1,1 g1,2 ...
g1,N

g2,1 g2,2 ...
g2,N

U1

U2

(word x)

(word y)

i

Figure 5. Hamming distance computation between two binary words
x and y of length N . The bit values xk and yk are mapped into the
conductance values g1,k and g2,k, respectively, with xk = 1, yk = 1
correspond to gOFF and xk = 0, yk = 0 correspond to gON. The
Hamming distance dH(x,y) is found from measuring the equivalent
conductance G1,2 of this circuit using the current-voltage relation
i = G1,2(U1 − U2).

in [23] that the Hamming distance dH(x,y) between
two binary words x and y can be computed within an
SLC crossbar, using e.g., an idealized circuit shown in
Figure 5. This circuit corresponds to two WLs of the
crossbar, the first WL storing the bit values of x, and
the second one the bit values of y. The caveat is that in
memristors, one cannot directly compare the values of
two bit cells in two different vectors. Rather, the access
is permitted only at the vector level. It was recognized by
Cassuto and Crammer in [23] that the Hamming distance
between two binary vectors can be computed using a
single measurement (or a small number of measure-
ments) of the equivalent conductance G1,2 of this circuit,
provided that the conductance parameter (dictated by the
memristor circuitry and design) is within a certain range.
This measurement is then mathematically manipulated to
yield the Hamming distance – the key is to keep track
of how many positions the two vectors have pair-wise
bit values ab, for a, b ∈ {0, 1}.
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IV. ERROR MODELS

While the previous section introduced in-memory
computation structures for several applications, the ob-
jective of this section is to present error models that
can be utilized in the information-theoretic analysis of
each computation structure, as well as to develop error-
correction solutions relevant to each model.

A. Sources of Impairments

Despite the recent progress of in-memory computing,
significant challenges remain in implementing large-
scale IMC units with high accuracy, primarily due to
the non-ideal properties of memory devices and circuits.
First, fabrication process imperfection causes device-to-
device variations within a single chip or across dif-
ferent chips in terms of the conductance ranges, de-
vice programmability, endurance, as well as data re-
tention. Meanwhile, achieving a high level of precision
in writing conductance values proves to be a challeng-
ing endeavor. This challenge stems from the dynamic
nature of resistance variations, as described by equa-
tion (2). This issue becomes even more pronounced when
considering in-memory computing with AC, as in the
DPE computation discussed in Section III-A. In such
scenarios, the difficulty to write each conductance at
arbitrary real values introduces inherent noise into the
computation. Even in the case of SLC implementations,
such as those employed in logic-in-memory computing
detailed in Section III-B, there exists a non-negligible
risk of conductance failing to transition from one state
to another, thereby introducing computational errors. In
addition, there are also important variations in the time
for switching from one state to another. Furthermore, the
resistance drift over time and temperature, the read errors
caused by random telegraph noise (RTN) [24], and the
sneak path effect illustrated in Figure 2 can also affect
computing accuracy. Finally, stuck-at-faults correspond
to errors in which conductance values are permanently
stuck in a certain state.

In addition to the noise affecting each memory cell, the
inputs and outputs of the computation can also be subject
to perturbations. Typically, in-memory computing will be
required to have a digital interface. As such, the input
will be driven by a DAC converter that is affected by
mismatch, and the output will be obtained through an
ADC converter that introduces quantization and clipping
errors [25].

While most previous works have experimentally eval-
uated the impact of noise through noise injection on
software models, hardware models, and on-board im-
plementations, they have often utilized specific noise

models that could also be incorporated in theoretical
analyses. In this section, we present and discuss two
sets of models that have been widely considered in the
literature. The first set of models characterizes the noise
introduced in the conductance values, which can capture
transient effects that come from several factors such
as device-to-device variations, inaccurate write or read
operations, or resistance drift over time. Interestingly,
these models are applicable to all SLC, MLC, and AC.
The second set of models is specific to SLC and aims
to capture switching errors that can occur in this type of
device. Finally, we present error models for the interface
of a DPE that is integrated in a digital system.

B. Continuous Noise Models

In what follows, we use Gj,k to denote the stochastic
version of the conductance value gj,k. In [11], [26],
empirical probability densities of current-voltage char-
acteristics indicate that an additive Gaussian model is an
appropriate representation of the noise affecting actual
conductance values. The model is centered around the
target conductance value, but the variance is shown to
vary with the target conductance value as well. This addi-
tive Gaussian noise model is considered in [2] for analog
DPE described in Section III-A, and in [27] for Ham-
ming distance computation presented in Section III-C,
where in both works each possible conductance state has
its own variance value. For instance, in the SLC case
considered in [27], the conductance values for GON and
GOFF are modeled as N (gON, σ

2
ON) and N (gOFF, σ

2
OFF),

respectively. On the other hand, a simplified Gaussian
model with only one variance value for any possible
conductance level is considered in [28], [29] for analog
DPE with MLC described in Section III-A. This model
represents the conductance values Gj,k as N (gj,k, σ

2).
Furthermore, [30] simulates conductance values with

a more complex model that takes into account program-
ming noise, conductance drift over time, and read noise.
The three sources of noise are combined as follows.
First, the programming noise produces a random variable
G

(p)
j,k = gj,k + Uj,k, where Uj,k is a Gaussian random

variable with mean 0 and variance σ2
p . The conductance

drift over time is modeled as G
(d)
j,k(t) = G

(p)
j,k

(
t0
t

)ν ,
where ν is a Gaussian random variable with mean µν

and variance σ2
ν . Finally, the actual conductance value is

computed as Gj,k(t) = G
(d)
j,k(t) + Vj,k, where the read

noise Vj,k is modeled as a Gaussian random variable with
mean zero and variance σ2

r . Although the three noise
sources are considered to be statistically independent
from one another, they are all taken into account in the
resulting Gj,k(t). Note that if the conductance drift over
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time is instead modeled as a deterministic scaling by
α(t), this model reduces to representing the conductance
values Gj,k as N (α(t)gj,k, α

2(t)σ2
p + σ2

r ).

C. SLC Error Models

The previous Gaussian models assume that the ac-
tual conductance value varies around its target value.
However, sometimes memristors fail to switch to the
target value. When considering SLC, the switching time
is known to follow a log-normal distribution [31]. In ad-
dition, for Hamming distance computation [27] described
in Section III-C, unsuccessful write operations are mod-
eled at a higher level as a binary symmetric channel
(BSC), which assumes that errors are not only symmetric
but also independent and identically distributed from
one memristor to another. Nevertheless, [32] has shown
that errors are not identically distributed within the
crossbar, meaning that the position of a memristor in
the crossbar has an influence on the error distribution.
Moreover, [33] assumes a correlation between the error
realizations inside a crossbar. Of course, these gener-
alizations could also be introduced in the continuous
models. Finally, [34] demonstrates that it is more relevant
to consider asymmetric errors. Following these concepts,
[35] models read and write errors as binary asymmetric
channels (BAC) with non-uniform transition probabilities
across the crossbar. It is worth noting that [32], [34],
[35] discuss error models and assumptions for storage
applications, although these models are also relevant for
in-memory computing.

D. Noise Models for the DPE Interface

When considering specifically the DPE structure illus-
trated in Figure 3, the noise model can be extended to the
conversion circuits that are required to integrate the DPE
into a digital system. The most important aspect to be
modeled is the fact that the digital-to-analog conversion
at the WL inputs may be inaccurate, which can be
modeled as additive Gaussian noise with input-dependent
variance [25]. This input noise has a different impact
on the computation compared to conductance variations,
since it affects all the elements of the output vector.
However, it is interesting to note that DAC circuits are
not essential to implement a DPE. Instead, each bit of the
quantized input elements can be presented to the crossbar
one at a time, allowing to perform the dot-product over
repeated uses of the crossbar [14].

On the other hand, the analog-to-digital conversion
introduces the usual quantization and clipping errors.
A detailed error model should also consider that the

quantization range may be narrower or wider than in-
tended, potentially introducing additional clipping or
quantization errors.

V. INFORMATION-THEORETIC ANALYSIS

In information theory, the key notion of capacity pro-
vides the fundamental limit of reliable communication
over a noisy channel, where reliability is defined as
vanishing error probability under asymptotic code length.
This fundamental result has long motivated the search for
practical and efficient channel codes with performance
close to the capacity.

The information-theoretic analysis of the capacity can
be straightforwardly applied to noisy storage systems.
This is because the memory noise can be factored into
a standalone channel model, which functions indepen-
dently of both encoding and decoding processes. Yet,
when it comes to in-memory computing, this method
is less applicable. Take logic-in-memory as an example,
where each logic gate is subject to noise. To improve
reliability, one may expand the circuit, by incorporating
error-correction mechanisms. However, these compo-
nents might bring along their own inherent noise during
processing, resulting in a tradeoff between noise intro-
duction and noise correction. Given such strong interplay
between noise and computation, the notion of capacity
cannot be used as is. There is a need for alternative
concepts which we discuss in this section.

It is worth noting that for in-memory computing, each
computational structure outlined in Section III might ne-
cessitate its own unique analytical approach. Particularly,
the very different nature of these computation structures
may require different analysis tools. In addition, the
evaluation criterion may differ: while error probability
is appropriate for logic-in-memory or Hamming distance
computation, each specific application of dot-product
computation may need its own specific metrics. For in-
stance, [36] proposed a method to significantly improve
the error-correction performance of a noisy DNN, by
optimizing the final classification accuracy instead of
the usual bit error rate. Such results motivate us to also
discuss the evaluation of relevant reliability criteria for
the computation structures described in Section III.

A. An Equivalent of the Capacity for IMC

In this section, we present appropriate definitions of
the capacity in order to investigate the fundamental limits
of noisy IMC systems.

1) Redundancy of IMC Systems: The redundancy of
a noisy circuit is defined as the number of noisy gates
needed to perform the computation within the target
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error probability, divided by the number of gates in the
noiseless circuit [37]. This definition was introduced for
noisy circuits in general, not necessarily those imple-
mented in memory, and it allows to account for an
error-correction mechanism which would increase the
size of the circuit. But one key difficulty is that the
circuit implementation has an influence both on the
number of gates in the circuit, and on the robustness to
noise [38]. This observation largely explains why there
only exist lower bounds on the redundancy of noisy logic
circuits [39], [40].

For noisy in-memory computing, redundancy can be
regarded as a first proxy in comparing different error-
correction solutions [36], but it fails to take into account
some specific mechanisms, like increasing the conduc-
tance values to improve the robustness to noise [29],
or including golden gates with a lower error probability
than standard ones in order to improve the overall
computation performance [38]. In addition, it does not
account for the cost of the accompanying CMOS op-
erations, including DACs and ADCs, which are often
used together with in-memory computing. Therefore, the
information theory analysis could go one step further in
providing insightful design rules, by considering more
practical concepts such as the power consumption of the
in-memory computing units.

2) Power Consumption of IMC Systems: Outside
of in-memory computing, some works have already
proposed to use information theory to investigate the
power consumption of computing systems. For instance,
while the capacity of an additive white Gaussian noise
(AWGN) channel depends on the transmit power, [41]
proposed to also investigate the decoder power supply,
which for short-distance communications becomes non-
negligible compared to the transmit power. For the
special case of LDPC codes, [41] provides a theoretical
evaluation of the decoder power supply, by considering
abstract models for the power requirements of wires and
processors. It then derives scaling laws relating the power
supply to the decoder error probability, and shows that
under certain conditions, the decoding power is so high
that uncoded transmission should be preferred.

Although the analysis of [41] is specific to LDPC
decoders, it gives insights that using information theory
to investigate the power consumption of IMC systems
may be very relevant from a hardware implementation
perspective. In the case of in-memory computing, an
information-theoretic analysis of the power consumption
would allow to take into account everything at once:
not only the additional redundancy, but also all accom-
panying operations (DACs/ADCs, etc.). Such analysis
would also permit to fairly compare different strategies

to improve reliability, such as error-correction mecha-
nisms, increase in conductance levels, etc. On the other
hand, the power consumption of in-memory computing
systems can be difficult to analyze, since it strongly
depends on the computation structure, and on the way it
is implemented.

Interestingly, the power required for analog DPE in
memory described in Section III-A can be evaluated
using conventional electrical power formulas [29]. For
instance, the power consumption of a resistive device
with internal conductance Gj,k can be calculated using
the formula Pj,k = Gj,ku

2
j , where uj is the input

voltage. When considering stochastic conductance values
Gj,k due to the noise, it is also useful to evaluate the
average total power consumption by summing up the
average power contributions of each resistive device in
the crossbar.

The power consumption of a memristor crossbar de-
pends on various factors including the crossbar size and
the conductance levels. In particular, larger conductance
values can improve the signal-to-noise ratio and make
the system more robust to noise, at the price of increased
power. Therefore, it is proposed in [29] to optimize the
conductance values so as to achieve the best tradeoff
between robustness to noise and power consumption.

The analysis of [29] only considers the power require-
ments of the crossbar memristors and TIAs shown in
Figure 3. However, there is a need to also take into ac-
count the DACs and ADC needed for the computation. In
addition, in many applications of in-memory computing,
a part of the computation operation are still realized in
CMOS, which should also be taken into account in the
power analysis for a fair comparison of different error-
correction mechanisms.

B. Evaluating Reliability Criteria

Investigating the capacity, or a similar notion, of
IMC systems, requires to set a reliability criterion. We
now discuss relevant reliability criteria for in-memory
computing, depending on the considered computation
structure and noise model.

1) Noisy Logic Computation: When considering
noisy logic-in-memory, a relevant performance evalua-
tion criterion is the error probability at the output of the
circuit. Existing information-theoretic analysis of noisy
logic circuits [37], [42], [43] can be adapted to evaluate
such error probability in the case of in-memory comput-
ing. These works consider a logic circuit that implements
a certain function f(.) with k inputs and m outputs,
and the noise is modeled as bit-flipping probabilities in
each logic gate of the circuit. In this case, the function
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output error probability can be calculated exactly by
using the Gallager formula [43] which provides the
probability of an odd number of gate flips. Note that
it is often impossible to achieve zero error probability,
even asymptotically, given that the final gates introduce
a level of errors bounded away from zero.

The bit-flipping noise model used in previous
works [37], [42], [43] is equivalent to the switching error
model described by a BSC presented in Section IV-C.
Therefore, the information-theoretic analysis of noisy
logic circuits can be seen as a first proxy to investigate
noisy logic-in-memory. Conversely, when considering
continuous noise models described in Section IV-B, there
is a need to update the previous theoretical analysis.

2) Hamming Distance Computation: For the Ham-
ming distance computation described in Section III-C,
the error probability is still a relevant criterion, although
its theoretical evaluation differs. The work of [23]
provided lower bounds on the minimum ratio gON/gOFF

that allow to compute exactly the Hamming distance be-
tween two vectors, following the computation model of
Section III-C. It was also recognized by [23] that channel
coding in the form of adding a particular type of redun-
dancy to the stored vectors, can enable a wider range of
memristor parameters gON and gOFF, thus enabling less
restrictive hardware designs. This work was then subse-
quently expanded in [27], where a more realistic statisti-
cal model of memristor variability was considered. The
work [27] considered two main - and complementary
- sources of memristor variability: resistance variation,
and the non-deterministic switching mechanism during
the memristor write process. Leveraging prior literature
on device physics (see Sections IV-B and IV-C), the
former type of variation was modeled in [27] as a
per-state (high or low) Gaussian random variable and
the latter was modeled as a Bernoulli random variable.
Statistical description of the resultant Hamming distance
was provided, in the form of equivalent Gaussian noise,
with known mean and variance, onto the true Hamming
distance.

3) MSE of Noisy Analog Dot Products: When con-
sidering the analog DPE described in Section III-A,
one may investigate the effect of noise by evaluating
the mean squared error (MSE) between the noisy DPE
outputs Cj and their noiseless counterparts cj . For
this problem, [28], [29], [44] proposed to theoretically
evaluate the MSE from analytical formulas of the first
and second-order moments E[Cj ] and V[Cj ] of the noisy
outputs Cj . These works consider that the means E[Gj,k]
and variances V[Gj,k] are known, but do not make any
further assumption on the probability distributions of the
stochastic conductance values Gj,k. The Gaussian model

described in Section IV-B fits into these assumptions, and
it is considered as a special case in [28], [29], [44]. The
moments E[Cj ] and V[Cj ] were next either calculated
exactly [44] or approximated from second-order Taylor
expansions [28], [29].

This analysis was further extended to predict the MSE
after fixed-point computation [28] or at the output of a
DNN, by propagating the analytical moment expressions
over the successive layers of the network [29]. In the
latter case, moments after the non-linear computation
parts were approximated from the second-order Taylor
expansions. In addition, a key challenge is that the noisy
outputs after each DNN layer are correlated, as they are
calculated from the same inputs. Therefore, analytical
expressions of the covariance terms C[CjCj′ ] must also
be propagated over the network.

Interestingly, all previous works show that the theoret-
ical expressions of the MSE predict the actual MSE mea-
sured from Monte-Carlo simulations with high accuracy,
even when the successive moments are approximated
from Taylor expansions. In addition, when considering
DNNs, the non-linear activation functions are shown
to reduce error propagation from one layer to another.
Further, by comparing the results of [29] and [44], it can
be observed that the widely considered DPE computation
model in which aj,k = gj,k is inherently less robust
to noise than the computation model of [4] in which
aj,k = gj,k

gs+
∑

gj,k
.

Finally, while the MSE gives a measure of the amount
of noise that remains at the end of the computation, there
is also a need to consider a criterion more specific to
the targeted application, for instance the accuracy for
classification from DNNs.

C. Additional Challenges

In addition to the previously mentioned computa-
tion structures (such as DPE, logic-in-memory, Ham-
ming distance computation, and DNN inference), there
is a need to explore additional applications of inter-
est. These include tasks like calculating the shortest
path [5], training deep neural networks (DNN training),
and implementing binary neural networks (BNN). These
applications may require specific information-theoretic
analyses due to their unique computational structures
or performance evaluation criteria. Furthermore, certain
sources of impairment, such as the sneak-path effect
or stuck-at-faults, may necessitate dedicated analyses.
This is because they do not conform to the typical
statistical assumptions required by most information
theory analyses, such as the assumptions of independent
and identically distributed (i.i.d.) noise and independence
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with respect to inputs. Finally, an information-theoretic
analysis of IMC systems may investigate their energy ef-
ficiency by not only considering the power consumption
of the full system (including ADC and DAC, resistance
programming, etc.), but also the computation latency.

VI. ADVANCED ROBUST DESIGNS

The previous section discussed information-theoretic
analysis of in-memory computing, and in particular the
prediction of the power consumption of IMC systems.
This section now addresses the practical robust design
of power-efficient in-memory computing systems. While
simple inversion coding was shown to be sufficient in
the context of the Hamming distance computation [27],
this section describes more advanced error-correction
techniques that are necessitated by various applications.

It is well known that error correction coding tech-
niques have found broad use in data storage and com-
munication systems for many decades. What is perhaps
less known is that they have an equally long history
in being used for reliable computation. For example,
arithmetic codes named AN codes [45] were proposed
back in 1950s for correcting computational errors. As in
communication systems, error-correction codes (ECCs)
may allow to further reduce the power consumption of
in-memory computing [24], [46]. However, as for the
theoretical analysis, the code design should depend on
the considered computation structure and error model.
Especially, the sneak-path effect may necessitate its own
specific code design.

A. ECCs Defined Over the Integer Set

In [47], algebraic coding schemes defined over the
subset of integer set Z were proposed. These codes can
detect and correct computational errors occurring for
computing integer vector-matrix multiplication (VMM)
c = uA where all the components of u and A are
integers [48]. Such integer VMMs can be implemented in
the same way as analog DPE described in Section III-A.

The accuracy of the computation can be affected by
several factors, such as inaccuracies of programming
the resistors in the crossbar and noise in reading the
currents (see Section IV-A). Therefore, the error vector
e is defined as e = y−c, with y being the actual integer-
valued vector that was read. It is natural to consider
the L1-norm to characterize the errors, where the L1-
norm of a vector is the sum of the absolute values of
its elements. Alternatively, errors could be caused by the
shorted or stuck cells in the memory array. In this case, it
is more convenient to use the Hamming metric to model
these errors, where the Hamming distance between the

erroneous reading and the correct output vector equals
the number of positions in which their values differ.
Therefore, the code constructions in [47] make use of
either the L1-metric or the Hamming metric, for both
single and multiple error correction. For correcting τ
errors within a codeword of length n, the required
redundancy is on the order of τ · logq(n) for the case
with the L1-metric, and it is approximately 2τ · logq(n)
for the case with the Hamming metric. In [47], a lower
bound is provided on the code redundancy needed to
correct a single error in the L1 metric. It is then shown
that the redundancy of the proposed code construction is
within one symbol from this lower bound. However, the
optimal redundancy of codes correcting multiple errors
is still an open problem.

B. Analog Error-Correcting Codes

Different from the exact integer VMM model adopted
by [47], the coding schemes proposed by [46] considers
the computation model for analog DPE introduced in
Section III-A. In this case, both the ideal VMM com-
putation c = uA and the actual read vector y are in
the analog domain. Then, [46] considers an approximate
computation model in which entries of y are considered
“correct” if they are sufficiently close to the respective
entries of c. However, entries in y that are significantly
different from those in c are called outlying errors and
they must be corrected. More specifically, the read vector
y is given by y = c + ε + e, where the entries in ε
represent small computational errors or the circuit noise,
which are tolerable, while the entries of e denote the
outlying errors, which may be caused by the short cells
or stuck cells in the memory array. It is assumed that
the values of the tolerable errors are within the interval
[−δ, δ], while entries of the outlying errors that can be
corrected fall outside the interval [−∆,∆], where δ < ∆
are two positive real numbers. Such an approximate
computation model is suitable for applications that can
tolerate small errors, such as learning applications.

A linear [n, k] code C defined over the real number
domain R is said to be capable of correcting τ (outlying)
errors and detecting σ additional (outlying) errors if there
is a decoder of C which, for every read vector y with
at most τ + σ outlying errors, returns a set of locations
of outlying errors or an indication that errors have been
detected.

The error correction capability of the above analog
ECC C can be characterized by its height profile, which
is defined as follows. Suppose c is a codeword of C
and it is a nonzero vector. The entries of c are sorted
according to descending absolute values as |cπ(0)| ≥
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2

designed real matrix and depends only on A. The linear
space over the real field R generated by the rows of
the matrix (A,A′) is called an analog error-correcting
code. Suppose c′ has length k and c′′ has length k′,
then it suffices to consider a k-dimensional subspace
of Rn, also called a linear [n, k] code over R, where
n = k + k′. In fact, given any linear [n, k] code C over
R, if G = (Ik, G

′) is a systematic generator matrix of
C, then (A,A′) = A(Ik, G

′), where Ik is the identity
matrix of order k.

By the approximate computation model, the actual
readout vector y can be represented by y = c + ε + e,
where ε is the small computational errors (or circuit
noise), which are tolerable, and the entries of e are
the outlying errors. It is assumed that the values of
tolerable errors are in the interval [−δ, δ] while the values
of outlying errors that can be corrected fall outside
the interval [−∆,∆], where δ < ∆ are two positive
real numbers. A linear [n, k] code C is said to be
capable of correcting τ (outlying) errors and detecting σ
additional (outlying) errors (with respect to the threshold
pair (δ,∆)) if there is a decoder D of C which, for
every readout vector y with at most τ + σ outlying
errors, returns a set of locations of outlying errors or an
indication “e” indicating that errors have been detected.1

The locations of all outlying errors falling outside the
interval (δ,∆)) must be included in the returned set and
a location that does not contain any outlying error should
not be included. Moreover, if the number of outlying
errors does not exceed τ , the decoder must return a set
(possibly empty if the values of all outlying errors are
in the interval [−∆,∆]) of outlying error locations.2

The error correction capability of an [n, k] linear code
C can be characterized by its height profile, which is de-
fined as follows. Suppose 0 6= c = (c0, c1, · · · , cn−1) ∈
C, where 0 is the zero vector. Let the entries of c
be sorted according to descending absolute values as
|cπ(0)| ≥ |cπ(1)| ≥ |cπ(2)| ≥ · · · ≥ |cπ(n−1)|, where
π is the corresponding permutation of the index set
[n〉 , {0, 1, 2, · · · , n − 1} (see Fig. 1 for an example).
For each m ∈ [n〉, the m-height of c is defined as the
ratio of |cπ(0)| to |cπ(m)|, i.e., hm(c) =

|cπ(0)|
|cπ(m)| , and the

m-height of C is defined as the greatest value of hm(c)
among all c ∈ C, where hm(0) = 0 for every m ≥ 0. In
[?], it was proved that C can correct τ errors and detect σ

1In [?], error correction means finding the locations of the outlying
errors. The bounds on the values of the outlying errors can be
computed using linear programming and is not included in the
definition of error correction.

2On the other hand, if the number of outlying errors is above τ
yet no more than τ + σ, the decoder may return a set of outlying
error locations or the indication “e”.

additional errors with respect to the threshold pair (δ,∆)
if and only if 2(hm(C) + 1) ≤ ∆

δ , where m = 2τ + σ.
Note that it is the ratio ∆

δ rather than the individual
values of δ and ∆ which determines whether the outlying
errors can be corrected or detected. Also note that there
is a “gray area” of outlying values which is not covered
by the error correction conditions: outlying errors with
value within the interval (δ,∆] are not corrected. For
practical application, the ratio ∆

δ is expected to be as
small as possible so that the “gray area” is as small as
possible. Given n, k and m = 2τ + σ, a basic problem
is to design an [n, k] code C with hm(C) as small as
possible. By the definition of m-height, it is easy to see
that for any linear [n, k] code C, hm(C) ≥ 1. For the
case that n is divisible by m + 1, it was proved in [?]
that hm(C) = 1 if and only if C is the (n/(m + 1))-fold
Cartesian power of the [m + 1, 1] repetition code.

n

c

0 1 2 3 4 5 6 7 8

3.2

−2.5

2.0

0.4

cπ(0)

cπ(1)

cπ(2)

cπ(8)

Fig. 1. An example of the m-height of a real vector c of length
9: We can see that |c3| > |c7| > |c1| > · · · > |c5|, so π(0) = 3,
π(1) = 7, π(2) = 1, · · · , and π(8) = 5. According to the definition,
h0(c) = |c3|

|c3| = 1, h1(c) = |c3|
|c7| = 3.2

2.5
= 1.28, h2(c) = |c3|

|c1| =
3.2
2.0

= 1.6, · · · , h8(c) = |c3|
|c5| =

3.2
0.4

= 8.

In [?], a family of single-error correction codes is
constructed. The effectiveness of the constructed single-
outlying-error-correction code is demonstrated at the
circuit level by [?]. However, the construction of analog
ECCs that can locate/correct more outlying errors, as
well as the analysis of the bound of the magnitude of the
outlying errors that can be corrected remain challenging
open problems.

3) LDPC Codes for VMM: In [?], an approach is pro-
posed to improve the reliability of MVM in the presence
of errors by employing low-density parity-check (LDPC)
codes. LDPC codes are a family of graph-based linear
block codes in current use in many telecommunication
standards. An LDPC code is defined by a sparse parity
check matrix H and by a generator matrix G such that
GHT = 0. In [?], the MVM operation is partitioned into
bit slices, and each slice is computed within a particular

Figure 6. An example of the m-height of a real vector c of length
9: We can see that |c3| > |c7| > |c1| > · · · > |c5|, so π(0) = 3,
π(1) = 7, π(2) = 1, · · · , and π(8) = 5. According to the definition,
h0(c) = | c3

c3
| = 1, h1(c) = | c3

c7
| = 3.2

2.5
= 1.28, h2(c) = | c3

c1
| =

3.2
2.0

= 1.6, · · · , h8(c) = | c3
c5
| = 3.2

0.4
= 8.

|cπ(1)| ≥ |cπ(2)| ≥ · · · ≥ |cπ(n−1)|, where π denotes the
corresponding permutation of the coordinates of c (see
Fig. 6 for an example). For each m ∈ {0, 1, · · · , n− 1},
the m-height of c, denoted by hm(c), is defined as
the ratio of |cπ(0)| to |cπ(m)|, i.e., hm(c) = | cπ(0)

cπ(m)
|.

The m-height of C, denoted by hm(C), is defined as
the largest value of hm(c) among all c ∈ C, where
hm(0) = 0 for every m ≥ 0. In [46], a necessary and
sufficient condition for the existence of the decoder of
C is presented. That is, the decoder of C can correct τ
errors and detect σ additional errors with respect to the
threshold pair (δ,∆) if and only if 2(hm(C) + 1) ≤ ∆

δ ,
with m = 2τ + σ. Given n, k and m = 2τ + σ, a basic
problem is to design an [n, k] code C with hm(C) as
small as possible.

The analog ECC proposed in [46] can detect or correct
a single outlying error. For encoding, the programmed
matrix A is designed in the form A = (A′, A′′), and
hence the encoded codeword is given by c = (c′, c′′),
where c′ = uA′ is the expected result (i.e. the target
computation), while c′′ = uA′′ is the redundancy part
for detecting or correcting the outlying errors. Given
any linear [n, k] code C over R, if G = (Ik, G

′) is
a systematic generator matrix of C with Ik being the
identity matrix of order k, A′′ can be determined as
A′′ = A′G′. That is, the encoding is done by adding in a
sub-matrix A′′ next to the matrix A′ for VMM operation,
which can be implemented using the memory crossbar
array in parallel to the array for VMM. Therefore, the
encoding can be carried out simultaneously with the
VMM operation and it does not incur additional latency.
For decoding, single error detection or correction can
be achieved by examining the entries of the syndrome
s = HyT of the read vector based on a specifically
designed parity-check matrix H of C such that the

necessary and sufficient condition for the existence of
its decoder is satisfied.

The effectiveness of the constructed single-outlying-
error-correction code was demonstrated at the circuit
level by [49]. However, the construction of analog ECCs
that can locate/correct more outlying errors, as well
as the analysis of the bound of the magnitude of the
outlying errors that can be corrected remain challenging
open problems.

C. Additional Challenges

Ultimately, when developing ECC for IMC systems,
one should target to improve not only the robustness, but
also the energy efficiency of the computation. In addition
to the previous code constructions, a key question is to
determine whether modern codes, such as LDPC and
Polar, which can correct a large amount of errors, are
suitable for energy-efficient in-memory computing with
strict latency and complexity constraints. A first con-
ceptual error-correction solution based on LDPC codes
for DPE was proposed in [24], although it does not yet
satisfy these constraints.

Additionally, complementary to the hardware-based
solutions are signal processing and communication meth-
ods that can help further optimize the underlying de-
vices. For instance [50], [51] investigated the sneak-path
effect from a classical communication theory viewpoint,
proposing either a simple pilot construction or an optimal
detector to mitigate this effect. More recently, [52] de-
veloped a new quantized channel model for the ReRAM
array that incorporates both the sneak path interference
and the random resistance variation caused by process
variations. Next, by maximizing mutual information of
the induced channel, [52] developed adaptive sneak
path-aware detection and decoding schemes that can
successfully operate with only a few bits of quantization.
The previous solutions [50]–[52] were investigated in the
context of data storage only, and it would be interesting
to adapt them to in-memory computing.

VII. CONCLUSION

This paper provided an overview of in-memory com-
puting systems, with the aim of connecting the fields of
information theory and hardware implementation. The
paper emphasizes the importance of considering accu-
rate noise models, as well as hardware implementation
constraints such as latency and power, in the theoretical
analysis of in-memory computing systems. Additionally,
the analysis and design of in-memory computing systems
should be done from the perspective of the target appli-
cations, an idea which is now being intensively explored
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in the field of goal-oriented communications, where the
communication objective is to address a given learning
task (decision making, classification, etc.), rather than
data reconstruction.
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