
HAL Id: hal-04645705
https://imt-atlantique.hal.science/hal-04645705

Submitted on 12 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Convolutional encoding and normalizing flows: a deep
learning approach for offshore wind speed probabilistic

forecasting in the Mediterranean Sea
Robin Marcille, Pierre Tandeo, Maxime Thiébaut, Pierre Pinson, Ronan

Fablet

To cite this version:
Robin Marcille, Pierre Tandeo, Maxime Thiébaut, Pierre Pinson, Ronan Fablet. Convolutional encod-
ing and normalizing flows: a deep learning approach for offshore wind speed probabilistic forecasting
in the Mediterranean Sea. Artificial Intelligence for the Earth Systems, 2024, pp.1-41. �10.1175/aies-
d-23-0112.1�. �hal-04645705�

https://imt-atlantique.hal.science/hal-04645705
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Generated using the official AMS LATEX template v6.1

Convolutional encoding and normalizing flows: a deep learning approach

for offshore wind speed probabilistic forecasting in the Mediterranean Sea

Robin Marcille,a b Pierre Tandeo,b Maxime Thiébaut,a Pierre Pinson,c,d,e Ronan Fabletb
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ABSTRACT: The safe and efficient execution of offshore operations requires short-term (1 to 6

hours ahead) high-quality probabilistic forecasts of metocean variables. The development areas

for offshore wind projects, potentially in high depths, make it difficult to gather measurement

data. This paper explores the use of deep learning for wind speed forecasting at an unobserved

offshore location. The proposed convolutional architecture jointly exploits coastal measurements

and numerical weather predictions to emulate multivariate probabilistic short-term forecasts. We

explore both Gaussian and non-Gaussian neural representations using normalizing flows. We

benchmark these approaches with respect to state-of-art data-driven schemes, including analog

methods and quantile forecasting. The performance of the models, and resulting forecast quality,

are analyzed in terms of probabilistic calibration, probabilistic and deterministic metrics, and as a

function of weather situations. We report numerical experiments for a real case-study off the French

Mediterranean coast. Our results highlight the role of regional numerical weather prediction and

coastal in situ measurement in the performance of the post-processing. For single-valued forecasts,

a 40% decrease in RMSE is observed compared to the direct use of numerical weather predictions.

Significant skill improvements are also obtained for the probabilistic forecasts, in terms of various

scores, as well as an acceptable probabilistic calibration. The proposed architecture can process

a large amount of heterogeneous input data, and offers a versatile probabilistic framework for

multivariate forecasting.
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1. Introduction

Weather forecasting in offshore environments is challenging due to the scarcity and sparsity of

offshore observations, both in space and time (Archer et al. 2014; James et al. 2018). These

limitations affect data assimilation systems, especially initial state estimation, and validation pro-

cesses. Moreover, wind profiles are challenging (Tambke et al. 2005) and influenced by various

factors, such as air/sea exchanges (Optis et al. 2021), diurnal variations (Pichugina et al. 2017),

and site-dependent effects (Sward et al. 2023), which are difficult to model accurately. Offshore

weather forecasts are essential for marine operations, especially at locations where in situ data is

scarce. These forecasts inform decision-making at sea for weather-limited operations. Weather

operability limits are computed from simulation to avoid operation failure, and weather windows

with critical parameters under the operability limits have to be forecast. Forecast errors imply risks

of operation failure, and forecast uncertainty ought to be considered for operations planning and

execution. To deal with uncertainty in the offshore wind energy industry, a factor ranging from

0 to 1 (the alpha factor) is assigned to each weather operability limit (DNV 2011). According to

Gilbert et al. (2021), most existing methods rely on deterministic forecasts and the use of the alpha

factor to account for weather forecast uncertainty. This may result in conservative decision making

and sub-optimal planning. As illustrated in Gintautas and Sørensen (2017), probabilistic forecasts

can address these shortcomings. Under the assumption of reliable weather forecast of the limiting

parameters, the uncertainty can directly be transferred to the probability of operation failure. When

doing so, one can obtain a large improvement in operational hours compared to the alpha-factor

methodology. This requires the reliable joint probabilistic forecasting of limiting wind and wave

parameters that impact vessel motions (e.g. Significant wave height, 10-meter wind speed, wave

peak-period (Leontaris et al. 2016)). The decision-making using probabilistic forecasts is then

cost-optimal compared to deterministic forecasts (Taylor and Jeon 2018; Catterson et al. 2016),

motivating the development of probabilistic post-processing of deterministic forecasts.

State-of-the-art weather forecasting systems generally rely on ensemble methods to assess and

describe forecast uncertainty (Slingo and Palmer 2011). They generate different scenarios by

varying both the initial state of the system and model parameters to estimate the spread of the

forecast state. The very high computational cost associated with this forecast process limits the
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number of members in the ensemble, typically up to a few tens of members. Such ensembles cannot

fully inform the forecasting uncertainties, especially for local processes such as strong convective

events in South-Eastern French maritime facade (Gulf of Lion) which is the main study area. The

post-processing of Numerical Weather Predictions (NWP) using statistical and machine learning

methods then appears appealing to better emulate these forecast uncertainties (Vannitsem et al.

2021).

A large variety of models can be used for the probabilistic post-processing of deterministic forecasts

(Bazionis and Georgilakis 2021). We can distinguish models based on the description of the

probabilistic output. Non-parametric methods such as interval or quantile forecasting (Zou et al.

2022), kernel density and ensemble methods, make fewer assumptions about the shape of the

target distribution. For instance, generalized additive model boosting for location, scale and shape

(gamboostlss) and gradient boosting machine (GBM) can be used for the quantile forecasting

of wave parameters (Gilbert et al. 2021). Parametric approaches assume a certain parametric

distribution for the output (e.g. Gaussian, beta, log-normal) (Afrasiabi et al. 2021) which allows

for analytical computations. Within parametric descriptions, the Gaussian assumption might

be simple, but can characterize satisfyingly the uncertainty of 2-dimensional wind prediction

(Pinson 2012). One can estimate the parameters of Gaussian distribution using analogs of the

observed weather situation (Lguensat et al. 2017; Platzer et al. 2021). Alternatively, regression

and deep learning models can emulate a Gaussian covariance matrix from a deterministic forecast

as developed in Sacco et al. (2022) considering a diagonal covariance matrix.

Novel generative deep learning techniques offer innovative methods for the approximation of

complex posterior distributions. Variational Recurrent Auto Encoders (VRAE) can be used to

generate scenarios at a relatively low computational cost (Zheng et al. 2022), but the output

distribution can only be accessed via sampling. VRAE are compared in Dumas et al. (2022)

to Generative Adversarial Networks (GAN) and normalizing flows for wind power forecasting.

Normalizing flows are deep learning models based on the composition of parameterized bijective

functions, that transform a simple parametric distribution into an arbitrarily shaped distribution.

It was proposed for variational inference in Rezende and Mohamed (2015), and generalized to

density estimation in Dinh et al. (2017). Compared to analogs methods, it needs no parametric
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assumption for the posterior distribution. In addition to sampling capabilities, they allow for exact

likelihood computation. These two features are advantages compared to quantile forecasting. In

contrast with VRAE and GAN, they are relatively easy to implement and train. In Rasul et al.

(2021), conditional normalizing flows are shown to be well suited for multivariate time series

forecasting. A fair assessment of their advantages and disadvantages for a real application in

probabilistic forecasting is lacking from the literature.

In the light of the work cited above, this paper addresses the post-processing of numerical weather

prediction and in situ measurements using deep learning schemes to improve the probabilistic

forecasting of wind speed at sea. Numerical weather prediction act as a physical prior of the

future state of the weather system at the considered offshore location, while recent neighboring

measurements may better inform the actual state of the system. In this study a parametric Gaussian

model and a generative model using normalizing flows are compared with baseline models (analogs,

gradient boosting machine, numerical weather prediction) to analyze their performances in terms

of probabilistic and deterministic metrics. Models are also compared as function of the weather

situation, to highlight the advantages and disadvantages of the method for marine operations.

Eventually, the importance of various input data is discussed, to give indications on the required

input data for offshore wind speed probabilistic forecasting.

The dataset used for the experiment is described in Section 2. The proposed approach and its

mathematical formalism are thoroughly presented in Section 3, before the baseline methods and

metrics used for comparison are detailed in Section 4. The obtained results are shared and analyzed

with deterministic and probabilistic metrics, and as function of weather situations in Section 5. A

discussion on the limitations of the experiment is done in Section 6 to provide recommendations

and perspectives for future work.

2. Dataset

a. Case-study area

To develop the methodology, we consider the MeteoNet dataset (Larvor et al. 2020). It is an

open-source dataset developed and shared by Météo France, the french national weather service.

It contains time series of weather ground stations data and numerical weather prediction model

5
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Fig. 1. Subset of the MeteoNet dataset selected for methodology development. Coastal stations around

Porquerolles target station are selected (a). A geographical subset containing local information from numerical

weather prediction is selected to reduce dimensionality of the input (b).

over a 550km x 550km region in South-East France. It spans between 2016 and 2018 with 65 days

of missing data. Hourly forecasts of weather variables (10-meters wind speed, 2-meters relative

humidity, 2-meters air temperature, pressure at sea level) from the high-resolution model AROME

(Applications de la Recherche à l’Opérationnel à MEsoéchelle) are available. AROME is the

operational high resolution model on France operated by Météo France. It has a grid size of 1.3km

and outputs hourly predictions. The ground station network covers 484 stations scattered over

the South-East of France, as shown in Fig. 1 (a), with 6-min measured time series of 10-meters

wind speed, 2-meters air temperature, station pressure, 2-meters dew point temperature, 2-meters

relative humidity and precipitation.

The study focuses on the Gulf of Lion, which is situated in the North-East Mediterranean Sea,

between the cities of Toulon and Perpignan in South-East France. It is considered one of the

main floating offshore wind development areas in France (Marcille et al. 2023). The study area

is characterized by a strong dominance of offshore blowing winds in the northern (Mistral) and

western (Tramontane) Gulf of Lion. Those phenomena are due to an orographic channeling in

the Rhone and Garona valleys with the pressure difference between the North-East Atlantic (high

pressures) and the North-West Mediterranean Sea (Gulf of Genoa, low pressure). When the

high pressures are rather localized over central Europe, the region experiences strong South-East

winds charged with humidity that can cause heavy precipitation on the coastal areas. These two

6

Accepted for publication in Artificial Intelligence for the Earth Systems. DOI 10.1175/AIES-D-23-0112.1.
Unauthenticated | Downloaded 07/11/24 06:37 AM UTC



Fig. 2. Correlation between measured variables at ground stations and wind speed at the target station.

phenomena are largely driving the wind patterns in the area and are sensitive to continental forcing

and local orography. They also apply a strong forcing on the hydrodynamics of the region, with

large up-welling and down-welling phenomenon (Schaeffer et al. 2011).

The target station is the Porquerolles island weather station encircled in Fig. 1 (a). It is the only

offshore station available in the dataset. It is located on the Porquerolles island’s semaphore, at

135m of elevation on the top of the island. The 14 closest coastal weather stations in Fig. 1 (a)

are selected to serve as input. The numerical weather prediction input is reduced to a subset of 2

degrees of latitude and longitude around the target station to reduce its dimensionality, see Fig. 1

(b). The correlation between the measured parameters at the input ground stations and the wind

speed measured at the target station is shown in Fig.2. Wind speed at coastal ground stations is

highly correlated to the target station. Zonal wind speed at target station is negatively correlated

to humidity at coastal stations, showing the predominance of eastern wind during rain events.

Temperature is correlated to meridional wind, in link with thermal breezes.
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Fig. 3. Correlation between AROME forecasts used as input and wind speed at the target station. The

correlation is computed for each grid point. The top row shows the correlation with the target zonal wind speed

(target u), and the bottom row with the target meridional wind speed (target v).

b. Numerical weather prediction data

The numerical weather prediction input tensor at forecast issue time 𝑡, X𝑁𝑊𝑃
𝑡 , is a 4-dimensional

tensor in latitude (80 points), longitude (80 points), weather variables (5 variables) and lead times (6

time steps). The input variables available in the MeteoNet dataset are the 2-dimensional 10-meter

wind speed (u, v), percentage of humidity, mean pressure at sea level and 2-meter temperature.

The time step of the model data is 1 hour, and the last forecast time step is 𝜏𝑁𝑊𝑃 = 5 h ahead. For

each forecast issue time 𝑡, the AROME input has then 𝐾𝑁𝑊𝑃 = 6 lead times between 𝑡 and 𝑡 +𝜏𝑁𝑊𝑃.

The variable and lead time dimensions are merged into a 30-dimensional axis, so the final tensor

has dimensions (80, 80, 30). This data correspond to the deterministic forecast of AROME, with

no information on the forecast uncertainty.

Correlation between AROME forecasts and wind speed at the target station is shown in Fig.3. Lower

pressures on the eastern part of the study area (gulf of Genoa) are negatively correlated to zonal

wind speed at the target station, showing the weather systems that channel Mistral northwestern

winds. Higher correlations are observed for the zonal wind speed which is more representative of

dominant wind systems. Meridional wind speed is more uncertain and is correlated to humidity

and temperature.
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c. In situ data

The input data from ground stations contain recent observations from the neighboring coastal

stations. The ground stations input tensor for the forecast issue time 𝑡, X𝐺𝑆
𝑡 , is a 3-dimensional

tensor in stations (14 stations), weather variables (maximum 6 variables, depending on the station),

and time steps (60 time steps). The input variables available at each station are the 2-dimensional

10-meter wind speed (u, v), humidity rate, temperature, pressure at sea level and dew point. It

has a time step of 6 minutes, and the last 𝜏𝐺𝑆 = 6 h of observations are used as input. The ground

stations input is then a concatenation of time series of 𝐾𝐺𝑆 = 60 time steps. The stations and

weather variables dimensions are merged so the final tensor has dimensions (80, 60).

The output of the dataset is the measured wind speed at the target station. At forecast issue time 𝑡,

the target vector y𝑡 is a tensor of zonal and meridional wind speed at 10 meters for different lead

times. It has a time step of 6 minutes and is to be predicted for the next 𝜏𝑝𝑟𝑒𝑑 = 6 h. The target

tensor consists in 𝑁 = 2 time series of 𝐾 = 60 lead times and has dimensions (2, 60).

To deal with missing data, measured variables from the ground stations exceeding 4% of missing

data are removed. It corresponds to 3 weather stations and 34 measured weather variables in total.

The resulting entries exceeding 4% of missing data are also removed (395 entries). Eventually, the

remaining gaps in the data are forward filled.

d. Training, test and validation datasets

The dataset is split in three parts for training, validation, and testing phases. These three datasets

need to be independent but representative of the same statistical distribution (Goodfellow et al.

2016). For weather data, auto-correlation at different time scales requires special care (Schultz

et al. 2021). To limit seasonal effects, 2 years of data (two thirds of the dataset) are used for

training. The remaining third is split for validating and testing (half a year). 5 days are removed

in between the splits to avoid short-term temporal correlation between the datasets. To mitigate

data representativity issues, cross-validation on the train-validation-test split is performed. The

train, validation, and test sets are shuffled into 6 different splits as shown in Fig. 4. Results are

then computed across those 6 splits. After cleaning and splitting, the final dataset contains 2372
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Fig. 4. Train validation test splits used for cross-validation.

entries in the training split, 779 in the validation split and 798 in the test split. All data sources are

standardized with regards to the training dataset to ensure that all features have similar scales.

e. Baseline reduced dataset

The full dataset has a very high number of dimensions. To implement statistical baselines that can

only accommodate a limited number of features, a baseline reduced dataset is constructed.

The reduced dataset contains:

• The 3 first principle components obtained through Principal Component Analysis of both the

zonal and meridional wind speed of AROME inputs on the training dataset,

• The 7 first principle components obtained through Principal Component Analysis of the

measured wind speed at the three closest ground stations for the last 6 hours,

• The last wind measurements at the 3 closest ground stations,

• The wind speed forecast from AROME closest grid point.

A sample from the reduced dataset X𝑟
𝑡 is then a tensor of 15 features and 60 lead times. The main

dataset has dimensions (80, 80, 30) for AROME input and (46, 60) for ground stations input. The

reduced dataset corresponds to 0.5% of the total input data. Principal Component Analysis is used

to extract the most relevant features.
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The reduced dataset serves as input for the baseline methods presented below. It then allows for

fair comparison between different approaches. The selected features of this reduced dataset were

optimized to optimize the validation loss of the gradient boosting machine model in Sec. 4.c.

3. Proposed architecture

This section presents the proposed convolutional architecture to emulate a probabilistic multivariate

forecast from the input data described in Sec. 2. We first introduce the problem formulation in

Sec. 3.a. The convolutional encoding of numerical weather prediction and in situ data is described

in Sec. 3.b. We then detail the Gaussian (Sec. 3.c) and normalizing flows (Sec. 3.d) output

probabilistic descriptions. Eventually Sec. 3.e gives an overview of the final architecture.

a. Short-term wind forecasting at an unobserved location

The goal of the forecast model is to make a wind speed prediction at a target location using numerical

weather prediction and ground stations measurements. For a forecast issue time 𝑡 ∈ [1,𝑇] and a

forecast lead-time 𝑘 ∈ [1,𝐾], the model Ψ parameterized by 𝚵 outputs a vector θ̂𝑡+𝑘 |𝑡 from the

input vector X𝑡 such that

θ̂𝑡+𝑘 |𝑡 (𝚵) = Ψ𝚵(X𝑡). (1)

The output vector θ̂𝑡+𝑘 |𝑡 is a parameterization of a probability density function 𝑓𝑡+𝑘 |𝑡 of a random

variable 𝑆𝑡+𝑘 |𝑡 from which we can draw samples s𝑡+𝑘 |𝑡 . The distribution 𝑓𝑡+𝑘 |𝑡 is transformed into

a target distribution �̂�𝑡+𝑘 |𝑡 through a transformation T . Therefore we map a sample s𝑡+𝑘 |𝑡 from the

initial distribution into a sample z𝑡+𝑘 |𝑡 of the target distribution

z𝑡+𝑘 |𝑡 = T (s𝑡+𝑘 |𝑡), (2)

with z𝑡+𝑘 |𝑡 a sample from the random variable 𝑍𝑡+𝑘 |𝑡 with probability density function �̂�𝑡+𝑘 . We

explore an identity parameterization for transformation T as well as normalizing flows to account

for more complex target distributions. In all that follows, the subscript 𝑘 refers to 𝑡 + 𝑘 |𝑡.
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b. Convolutional encoding of AROME and ground stations data

The proposed method uses a deep learning architecture to accommodate the large amount of

heterogeneous input data. A Convolutional Neural Network (CNN) is a type of deep neural

network that uses convolutional layers and pooling layers to efficiently reduce the dimension of

input data. Convolutional layers apply convolution filters to the input data, capturing multi-scale

features. The convolution filter applies the same weights to the whole input, so the number of model

coefficient is reduced. Pooling layers reduce the dimension of the data by applying sub-sampling

functions to groups of neighboring points (Goodfellow et al. 2016). CNN are extensively used in

the forecasting literature when dealing with large numerical model data in 2 dimensions (Obakrim

et al. 2023) or 3 dimensions (Higashiyama et al. 2018). 1-dimensional CNN can also be used to

deal with time series data (Zou et al. 2022).

For the offshore wind forecasting problem presented in this work, a large amount of data is used

as input. Numerical weather prediction data are 80 x 80 images for each time step and each

variable. Meteorological variables exhibit features at various scales that need to be extracted. A

2-dimensional CNN is used to encode the numerical weather prediction input into an ensemble

of latent time series containing useful information for forecasting. The convolutions are made

through space to capture the spatial features, while the weather variables and lead times are taken

as channels.

Seemingly, a 1-dimensional CNN is used to encode the ground stations time series onto a latent

space. The convolution is performed on the time component, so that the temporal correlations

of the time series can be captured. 1D convolutional layers are used, and the different weather

variables and stations are taken as channels.

We apply the CNN to numerical weather prediction and ground stations time series to obtain 9

latent time series of 60 time steps. Two additional latent time series are added containing the

predicted wind speed at the closest AROME grid point. The final dimension of the latent space is

(11, 60).
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c. Gaussian posterior assumption

The basic assumption for the proposed architecture describes the target as a 2-dimensional Gaussian

distribution. For a Gaussian posterior the output vector θ̂𝑘 contains the parameters

θ̂𝑘 = [�̂�𝑢 (𝑘), �̂�𝑣 (𝑘), �̂�2
𝑢 (𝑘), �̂�2

𝑣 (𝑘), �̂�𝑢,𝑣 (𝑘)] (3)

such that

𝑍𝑘 ∼ N
(
µ̂𝑘 , �̂�𝑘

)
(4)

with µ̂𝑘 the mean matrix and �̂�𝑘 the covariance matrix, constructed from the two predicted

variances �̂�2
𝑢 (𝑘), �̂�2

𝑣 (𝑘) and the Pearson coefficient �̂�𝑢,𝑣 (𝑘)

�̂�𝑘 =


�̂�2
𝑢 (𝑘) �̂�𝑢,𝑣 (𝑘)�̂�𝑢 (𝑘)�̂�𝑣 (𝑘)

�̂�𝑢,𝑣 (𝑘)�̂�𝑢 (𝑘)�̂�𝑣 (𝑘) �̂�2
𝑣 (𝑘)

 (5)

µ̂𝑘 =


�̂�𝑢 (𝑘)
�̂�𝑣 (𝑘)

 (6)

A 2-layers Multi-Layer Perceptron (MLP) is used to output Gaussian parameterization from the

latent space. To ensure the positive semi-definiteness of the predicted covariance matrix, the

variances should be positive 𝜎𝑢 (𝑘),𝜎𝑣 (𝑘) > 0, and the Pearson coefficient should satisfy −1 ≤
𝜌𝑢,𝑣 (𝑘) ≤ 1. A final activation function is applied to the output of the MLP to satisfy these

inequalities. The variances are obtained with the use of an exponential activation function, and the

Pearson coefficient is obtained through a hyperbolic tangent activation function. The mean values

𝜇𝑢 (𝑘), 𝜇𝑣 (𝑘) ∈ R need no final activation function.

The loss function L𝑡 (𝚵) used for the optimization is the negative log-likelihood (Goodfellow et al.

2016)

L𝑡 (𝚵) =
1
𝐾

𝐾∑︁
𝑘=1

− log
[
�̂�𝑡+𝑘 |𝑡 (y𝑡+𝑘 |𝚵)

]
(7)

with �̂�𝑡+𝑘 |𝑡 the predicted probability density function of the posterior at lead time 𝑘 . The negative

log-likelihood is a proper scoring rule that has two main advantages. It accounts for the reliability
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of the prediction defined through the covariance matrix, and it strongly penalizes outliers due to

the log function.

Using a Gaussian distribution for the posterior provides an analytical expression for the likelihood

which can then be directly computed. For an observation y𝑘 and a predicted 2-dimensional

Gaussian distribution with parameters �̂�𝑘 and µ̂𝑘 , the likelihood is equal to (Goodfellow et al.

2016)

�̂�𝑘 (y𝑘 |µ̂𝑘 , �̂�𝑘 ) =
1

(2𝜋) |�̂�𝑘 |1/2
exp

(
−1

2
(y𝑘 − µ̂𝑘 )𝑇 �̂�

−1
𝑘 (y𝑘 − µ̂𝑘 )

)
. (8)

It is widely used for scoring forecasts versus observations under uncertainty for data assimilation

schemes (Ruiz et al. 2022) and as a parametric method for multivariate regression (Muschinski

et al. 2022).

d. Normalizing flows

A generative approach is proposed to account for non-Gaussian distributions while keeping the

computation of the likelihood tractable, and the sampling capabilities. Normalizing flows are

generative deep learning models that use a composition of invertible functions to learn a ”flow”

from a simple base distribution (here a multivariate Gaussian) to an arbitrarily shaped distribution.

Given a base distribution ℎ(0) , and a series of invertible functions T0, ...,T𝑀 , the posterior likelihood

can be computed using a change of variables from the base to the target distribution. The likelihood

of the obtained distribution ℎ(𝑀) can then be obtained through a change of variable (Dinh et al.

2017)

log
(
ℎ(𝑀) (z𝑀)

)
= log

(
ℎ(0) (z0)

)
−

𝑀∑︁
𝑚=0

log
(
det

����𝜕ℎ(𝑚)𝜕z𝑚

����) . (9)

A sample from the base distribution is transformed to a sample from the target distribution using

the following composition of transforms

z𝑀 = T0 ◦ ... ◦T𝑀 (z0). (10)
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A bijective function needs to be selected to compose the layers of the flow. In this work, a

rational quadratic spline function is used. As described in Durkan et al. (2019), it has the

advantage of being highly flexible while staying analytically invertible. Compared to more classical

affine transformations, it can approximate complicated distributions with fewer transforms. The

parameters of the transforms are the knots positions and the derivatives at each knot. These

parameters are obtained through a 2-layers Multi-Layer Perceptron from the vector θ̂𝑘 .

Normalizing flows are implemented as an add-on block to the previously described architecture,

so it transforms the predicted Gaussian distribution 𝑓𝑘 = ℎ
(0) into an arbitrarily shaped distribution

�̂�𝑘 = ℎ
(𝑀) using 𝑀 = 5 transforms. The transform applied to the Gaussian distribution 𝑓𝑘 described

in Sec. 3.c is then T = T0 ◦ ... ◦T𝑀 , and the set of parameters 𝚵 used for optimization contains the

parameters of both the encoder and the normalizing flows block.

e. Final architecture

The final proposed architecture is shown in Fig. 5. It uses two convolutional encoder for numerical

weather prediction data (3 layers) and ground stations data (2 layers) to project the large amount

of input data onto a latent space of dimension (13, 60). A Multi-Layer Perceptron of two fully

connected layers is added with ReLU activation to obtain a time series of multivariate Gaussian

distribution. Final care is given to ensure positive semi-definiteness for the covariance matrix with

exponential and hyperbolic tangent activation functions for the correlation matrix.

To avoid over-fitting, dropout layers are added to each of the two encoded blocks. The final model

with Gaussian outputs has 2.6 million coefficients. Note that under Gaussian posterior assumption,

the predicted distribution �̂�𝑘 is equal to the Gaussian distribution 𝑓𝑘 .

The normalizing flows add-on block is trained together with the main architecture, transforming

the predicted Gaussian multivariate distribution into an arbitrarily shaped distribution. The trans-

formation is made for each time step and is composed of 10 layers parameterized with 1 fully

connected layer of 128 hidden features. It adds 0.8 million parameters to the initial model.
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Fig. 5. Architecture of the ConvE-STF model illustrated for a forecast issue time 𝑡. Probabilistic forecast at

the target station for lead times 𝑡 +1 : 𝑡 + 𝑘 are obtained from numerical weather prediction X𝑁𝑊𝑃
𝑡 = X𝑁𝑊𝑃 (𝑡 :

𝑡 +𝐾𝑁𝑊𝑃) and recent neighboring ground stations measurements X𝐺𝑆𝑡 = X𝐺𝑆 (𝑡 −𝐾𝐺𝑆 : 𝑡). A convolutional

encoder outputs a time series of multivariate Gaussian distributions { 𝑓𝑘}𝑘∈[1,𝐾 ] that are passed through an

invertible transform T to output the predicted posterior distributions {�̂�𝑘}𝑘∈[1,𝐾 ] .

The proposed architecture is named thereafter ConvE-STF for Convolutional Encoder for Short-

Term Forecasting. When considering a normalizing flows transformation, it is named ConvE-STF-

NF.

All hyper-parameters of the ConvE-STF and ConvE-STF-NF models were obtained using Bayesian

optimization presented in Sec. 4.e to minimize validation loss.
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4. Baselines and metrics

We describe below the state-of-the-art methods used as baselines to benchmark the proposed

schemes. Considered performance metrics are detailed in Sec. 4.f.

a. Closest AROME grid point

The most straightforward baseline consists in considering the output of the AROME numerical

weather prediction model at the closest grid point (𝑖𝑐, 𝑗𝑐) from the target station. A linear regression

computed on the training split is applied to the prediction

Ψ𝐴𝑅𝑂𝑀𝐸 (X𝑡) =
X𝑁𝑊𝑃
𝑡,(𝑖𝑐 , 𝑗𝑐) − 𝛽0

𝛽1
, (11)

with 𝛽0 and 𝛽1 computed using ordinary least squares. X𝑁𝑊𝑃
𝑡,(𝑖𝑐 , 𝑗𝑐) is the numerical weather prediction

wind speed at the closest grid point from the target station. It is a deterministic output and is noted

AROME in all that follows.

b. Analogs forecasting

Analogs forecasting is a simple yet efficient statistical method for the forecasting of dynamical

systems with unknown dynamics (Lguensat et al. 2017). From a catalog of past trajectories, analog

situations are looked for according to a certain distance metric. The𝐷 nearest analogs of the current

situation are selected, and their trajectories are considered as possible future scenarios. The analogs

are weighted according to their distances to the target situation, then mean and covariance matrices

are estimated from the ensemble of trajectories under Gaussian assumption.

In this work, the distance metric in the catalog is the Minkowski norm on the variables of the

reduced dataset. The weighting of the trajectories and the estimation of the Gaussian distribution

is done under locally-constant assumption using 𝐷 = 12 analogs (see e.g., Lguensat et al. (2017)

and Platzer et al. (2021)). Hyper-parameters of the analogs model were tuned with Bayesian

optimization to minimize the validation loss.
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c. Gradient Boosting Machine

Gradient boosting machines are tree-based regressions methods that train an ensemble of weak-

learner regression trees to perform a multiple nonlinear regression between output and input. Such

methods are implemented in Gilbert et al. (2021) to create probabilistic significant wave height

forecasts for offshore wind turbine access forecasting.

The gradient boosting algorithm uses the steepest descent algorithm to optimize the ensemble of

regression trees according to a given loss function (Friedman 2001). Hyper-parameters are the

number of regression trees, the number of splits for each tree and a shrinkage parameter that controls

the weight of each tree in the ensemble. These parameters were tuned with Bayesian optimization

to minimize the validation loss. In this work, a gradient boosting machine is trained with the

quantile loss for each predicted quantile 𝛼 ∈ 𝑄 = {0.05, 0.15, ..., 0.45, 0.5, 0.55, ... , 0.85, 0.95},
variable 𝑛 ∈ [1, 𝑁] and lead time 𝑘 ∈ [1,𝐾]. For a 2-dimensional output, the full model then

consists in 1320 individual models. The predicted quantiles form a marginal quantile function for

the 2 output parameters for each lead time. The obtained model is noted Ψ𝐺𝐵𝑀 and referred to as

GBM.

Ψ𝐺𝐵𝑀 (X𝑟
𝑡 ) = {Ψ𝐺𝐵𝑀

𝛼, 𝑛, 𝑘 (X
𝑟
𝑡 )}𝛼∈𝑄, 𝑛∈[1,𝑁], 𝑘∈[1,𝐾] . (12)

Overall the output of each individual gradient boosting machine model contains the quantile

prediction Ψ𝐺𝐵𝑀
𝛼, 𝑛, 𝑘

(X𝑟
𝑡 ) = 𝑞𝛼, 𝑛, 𝑘 for a specific quantile 𝛼, variable 𝑛 and lead time 𝑘 .

For each time step and variable we approximate the quantile function from the quantiles of the

distribution. In addition to second order derivative continuity at the predicted knots, the monotony

of the quantile function needs to be preserved. Cubic spline interpolation is then used (Fritsch

and Carlson 1980; McKinley and Levine 1998) to obtain the quantile function from the predicted

knots. It is a commonly used assumption for quantile function smoothing (Gilbert et al. 2021;

He et al. 2021). Samples can then be drawn from this approximate quantile function to compute

scores and generate scenarios. The quantile probabilistic description has the advantage of being

assumption-free on the shape of the posterior distribution. However, there is no explicit formulation
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for the likelihood of the distribution and quantile crossing can appear. It also has a substantial

computational cost by requiring one model per quantile, variable, and lead time. It has no explicit

control for over-fitting, as it is only controlled by the hyper-parameters of the fitting of regression

trees.

d. ConvE-STF-reduced

To compare the statistical baselines with the proposed architecture, an additional baseline model is

added. It consists of a similar convolutional architecture as the one of the proposed model in Sec. 3,

but running with the reduced dataset described in Sec. 2.e as input. This reduced baseline is noted

ConvE-STF-reduced. Its hyper-parameters are tuned using Bayesian optimization to minimize the

validation loss.

e. Hyper-parameters tuning

We tuned the hyper-parameters of the different models presented in the following sections, and those

of the reduced dataset in Sec. 2.e, using a Bayesian optimization framework (Akiba et al. 2019)

with the loss metric on the validation dataset as optimization metric. Using the Python package

optuna (Akiba et al. 2019), it relies on tree structured Parzen estimators (Bergstra et al. 2011) to

retrieve optimal hyper-parameters within a pre-defined search space. This Bayesian optimization

applies to the following hyper-parameters for the ConvE-STF model: kernel size, pool size, number

of convolutional layers, dropout rates, latent space dimensions, number of fully connected layers,

number of neurons in the fully connected layers, learning rate, weight decay, learning rate decay

rate, batch size. For the gradient boosting machine, it is applied to reduced dataset features, learning

rate, number of trees, maximum depth, minimum leaf samples and minimum split samples. For the

analogs, it is applied to number of analogs, distance metric and regression mode. Eventually for

the normalizing flows, the number of layers, number of hidden features, number of spline function

bins and dropout rate are optimized.

f. Evaluation metrics

Forecast quality is evaluated using an ensemble of deterministic and probabilistic metrics (Messner

et al. 2020). Deterministic metrics compare the mean or median of the predicted distribution with
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observations. The mean value of the predicted distribution 𝑓𝑡+𝑘 |𝑡 is ¯̂y𝑡+𝑘 |𝑡 and the median value is
˜̂y𝑡+𝑘 |𝑡 . The Root Mean Squared Error (RMSE) and the Mean Absolute Error (MAE) are used in

this work. Both metrics do not penalize outliers as strongly. The metrics are computed for each

lead time 𝑘 and noted with a subscript 𝑘 when given as such. Global metrics across the dataset are

averaged over all lead times and are noted without subscripts.

𝑅𝑀𝑆𝐸𝑘 =

√√√
1
𝑇

𝑇∑︁
𝑡=1

(y𝑡+𝑘 − ¯̂y𝑡+𝑘 |𝑡)2 (13)

𝑀𝐴𝐸𝑘 =
1
𝑇

𝑇∑︁
𝑡=1

|y𝑡+𝑘 − ˜̂y𝑡+𝑘 |𝑡 | (14)

For probabilistic forecasts, the full predicted distribution should be scored against the observations.

The Continuous Ranked Probability Score (CRPS) is a proper scoring rule for evaluating the

performance of a distribution versus observations (Gneiting and Raftery 2007). It is a univariate

score that is computed for each variable 𝑛 ∈ [1, 𝑁] and noted with a subscript 𝑛 for the variables.

The global score is averaged across variables and noted without subscript. The CRPS integrates

the difference between the predicted cumulative density function and the indicator function at the

observation value.

𝐶𝑅𝑃𝑆𝑛 =
1
𝑇

1
𝐾

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

∫ +∞

−∞

(
�̂�𝑡+𝑘 |𝑡 (𝑦) −1(𝑦 ≤ 𝑦𝑡+𝑘 )

)2
𝑑𝑦 (15)

When the cumulative density function is not tractable, the CRPS can be computed from samples

drawn from the distribution. Authors in Gneiting and Raftery (2007) show that the CRPS can be

computed from an ensemble of 𝐿 samples as

𝐶𝑅𝑃𝑆𝑛 =
1
𝑇

1
𝐾

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

[
1
𝐿

𝐿∑︁
𝑙=1

(���𝑦𝑛𝑡+𝑘 − �̂�𝑛,(𝑙)𝑡+𝑘 |𝑡

���) − 1
2𝐿2

𝐿∑︁
𝑙=1

𝐿∑︁
𝑚=1

(����̂�𝑛,(𝑙)
𝑡+𝑘 |𝑡 − �̂�

𝑛,(𝑚)
𝑡+𝑘 |𝑡

���) ] , (16)
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with �̂�𝑛,(𝑙)
𝑡+𝑘 |𝑡 a sample 𝑙 ∈ [1, 𝐿] from the predicted distribution of variable 𝑛 and 𝑦𝑛

𝑡+𝑘 the correspond-

ing observation. The CRPS is equivalent to the MAE for deterministic forecasts (Messner et al.

2020).

The Energy Score (ES) is the multivariate generalization of the CRPS and can be computed from

samples seemingly to Equation (16) such that

𝐸𝑆 =
1
𝑇

1
𝐾

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

[
1
𝐿

𝐿∑︁
𝑙=1

(������y𝑡+𝑘 − ŷ(𝑙)
𝑡+𝑘 |𝑡

������) − 1
2𝐿2

𝐿∑︁
𝑙=1

𝐿∑︁
𝑚=1

(������ŷ(𝑙)
𝑡+𝑘 |𝑡 − ŷ(𝑚)

𝑡+𝑘 |𝑡

������) ] , (17)

with | | · | | the Euclidian norm. CRPS and ES are mostly sensitive to the first moments of the

distributions (Pinson and Girard 2012) so the Variogram Score (VS) is introduced. It only scores

the correlation structure between the predicted variables and ignores the bias. It can be computed

from samples as

𝑉𝑆𝑝 =
1
𝑇

1
𝐾

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1


𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

(���𝑦𝑖𝑡+𝑘 − 𝑦 𝑗𝑡+𝑘 ���𝑝 − 1
𝐿

𝐿∑︁
𝑙=1

����̂�𝑖,(𝑙)
𝑡+𝑘 |𝑡 − �̂�

𝑗 ,(𝑙)
𝑡+𝑘 |𝑡

���𝑝)2 , (18)

with 𝑝 the order of the variogram. It is set to 0.5 as recommended by Messner et al. (2020), and

the scores 𝑉𝑆0.5 is noted 𝑉𝑆 for simplicity.

Eventually, rank histograms are used to assess the reliability of the forecasts (Talagrand 1999).

A probabilistic forecast is reliable if it predicts probabilities that fits with the observed relative

frequencies. In the rank histogram, the quantiles in which fall the observations are counted. For

an infinite number of observations, 1
𝑄

of it should fall in the 𝛼 ∈ 𝑄 quantile. The frequency of

observed observations are displayed as bar plots and a perfectly reliable forecast should display a

flat rank histogram (i.e. uniform distribution). The multivariate generalization of the univariate

rank histogram can be found in Gneiting et al. (2008).

The Rank histogram is quantitatively evaluated thanks to the reliability index that measures the

mean deviation of the bins to the perfect reliable model. With �̂� 𝑗 the frequency of observation

falling below the j-th predicted quantile �̂� 𝑗 , the reliability index is defined as:
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Table 1. Probabilistic and deterministic metrics of implemented forecast models. The best obtained scores

are show in bold. The bracket scores show the MAE which is equivalent to the CRPS for deterministic forecasts.

The scores are given as mean and standard deviation over the 6 splits.

Model RMSE [m.s−1] CRPS [𝑚.𝑠−1] ES [m.s−1] VS

(MAE [m.s−1])

AROME 2.60 ± 0.04 (1.98 ± 0.02) - -

Analogs 2.23 ± 0.09 1.20 ± 0.05 1.89 ± 0.07 0.61 ± 0.01

GBM 1.93 ± 0.04 1.05 ± 0.02 1.65 ± 0.03 0.52 ± 0.01

ConvE-STF-reduced 1.93 ± 0.04 1.04 ± 0.02 1.65 ± 0.03 0.53 ± 0.02

ConvE-STF 1.57±0.04 0.84±0.02 1.31±0.04 0.39±0.01

ConvE-STF - NF 1.56±0.07 0.82±0.04 1.29±0.06 0.39±0.02

𝑅𝐸𝐿 =
1
𝑄

𝑄∑︁
𝑗=1

|�̂� 𝑗 −
1
𝑄
| (19)

5. Results

a. Forecast evaluation

Table 1 show the scores obtained by the different forecast models, with the best values shown in

bold. All implemented methods improve the RMSE compared to the AROME forecast, showing

the necessity to post-process the output of numerical weather prediction models for a specific target

station.

Baseline models using the reduced dataset as input are all skillfull at post-processing the numerical

weather prediction with for instance a 26% decrease in RMSE for the gradient boosting machine

forecast. The analogs forecast also improves by 14% the RMSE, with a higher variability. The

proposed ConvE-STF architecture largely outperforms the gradient boosting machine by 0.36m.s−1

in RMSE and 0.21m.s−1 in CRPS, achieving a 40% reduction in RMSE compared to AROME. The

ConvE-STF-reduced forecast is just as good as the gradient boosting machine model but is largely

surpassed by the ConvE-STF model using the full input. It highlights the presence of explanatory

variables in the input dataset and illustrates the capabilities of deep learning architecture to process

a large amount of heterogeneous input. The ConvE-STF is 25% better that the gradient boosting

machine at predicting the correlation structure between the outputs as shown by the VS, showing
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Fig. 6. Evolution of the RMSE for all models as function of lead time. The top dashed line is the output of the

numerical weather prediction AROME corrected.

that the Gaussian description is competitive for the 2-dimensional wind probabilistic forecast.

Eventually, the ConvE-STF with normalizing flows block slightly improves the scores of the

Gaussian output, with a higher variability between splits.

The evolution of the generalized RMSE as function of lead time is shown in Fig. 6. Whereas the

error clearly increases with the lead time for the AROME baseline, it is not exactly the case for

the other models, for which the error stagnates or even decreases for the first 4 hours of forecast.

This is likely to be due to diurnal effects coupled with fixed forecast issue times (6am, 12am,

6pm, 12pm). The trend is not visible in the AROME baseline, and is equally captured by analogs,

gradient boosting machine, and ConvE-STF methods. It shows that it is a trend in the dataset,

independent to input data. The proposed approach largely outperforms all baselines for all lead

times.

The spatio-temporal correlation between the neighboring stations and the target station helps

correcting the numerical weather prediction in the very short-term. The ConvE-STF model, with

its ability of ingesting a large amount of input data, shows a significant improvement throughout

the forecast window.
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Table 2. Generalized reliability index for all models

Model Reliability index

Analogs 1.6 ± 0.5

Gradient boosting machine 3.2 ± 0.5

ConvE-STF-reduced 2.1 ± 1.2

ConvE-STF 1.5 ± 0.6

ConvE-STF - NF 1.4±0.4

b. Reliability

In Fig. 7, the observed quantiles are plotted versus the predicted quantiles as a rank histogram for

all the forecast models. The dashed line represents a perfectly reliable forecast. The rank histogram

is computed for each train-validation-test split and the 50% inter-quantile range between splits is

shown as error bars. The gradient boosting machine and ConvE-STF-reduced models show clear U-

shaped rank histogram, which shows underdispersion (i.e. an under-estimation of the uncertainty).

The analogs model, while showing poor deterministic and probabilistic quality metrics, is reliable

though slightly overdispersive. Indeed, the analogs estimate a Gaussian distribution from existing

trajectories, which guarantee a certain stability in the uncertainty estimation. However, the limited

size of the catalog used can explain the overdispersion. The ConvE-STF and ConvE-STF-NF

reliability is even more acceptable, with a slight difference for extreme quantiles. The difference in

reliability between ConvE-STF and ConvE-STF-reduced shows that the choice of input data is of

greater importance for forecast reliability than the choice of the posterior distribution. The ConvE-

STF-NF and ConvE-STF achieve relatively similar reliability patterns with different posterior

assumptions but same input data and similar architectures.

The generalized reliability index is given in Tab. 2 to quantitatively assess the models’ reliability.

The very high variability with cross-validation shows the sensitivity of models’ reliability to the

training dataset. It highlights the limitations of the obtained models due to dataset length. The

ConvE-STF-NF model is the most reliable model with a reliability index of 1.4, and the lowest

variability. The use of normalizing flows improves the model’s reliability, showing the interest of

relaxing the posterior parametric assumption for multivariate probabilistic forecast.
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Fig. 7. Generalized 2D rank histograms obtained on the test set. Perfect model calibration is showed as a

dashed black line.

c. Data representativity

This study relies on a 33 months-long dataset to develop and benchmark deep-learning-based post-

processing models. Following similar previous studies (Zheng et al. 2022; Gallego et al. 2011;

Wang et al. 2017), we aim to assess the potential impact of the length of training dataset on the

generalization performance of the trained models. We then train and assess the proposed ConvE-

STF models using training datasets of different lengths from 2 months to 2 years as illustrated in

Fig.8. Overall, we observe the expected trend, the longer the training dataset, the better the model

performance. In Fig.8(a), the RMSE skill score shows that from 60-days-long training datasets, we

train ConvE-STF models which are more skillful than the AROME forecast. We also note a slower

improvement of the forecasting skills from one-year-long datasets, as well as a lower variability

between cross-validation splits. Similar results are observed for the model reliability in Fig.8(b).

These results support the relevance of training datasets covering at least one or two years to retrieve

a robust average improvement through the ConvE-STF models of the AROME forecasts.
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Fig. 8. Model improvement with training dataset length obtain with cross-validation. RMSE skill score versus

AROME forecast (a) and reliability index (b).

Table 3. Computational cost comparison

Model Machine Model size [Mb] Training CPU/GPU time [s] Inference time [s] Sampling time [s]

Analogs CPU 0 0 0.076 0.076

Gradient boosting machine 60 CPU 348 3600 0.0005 1.05

ConvE-STF-reduced GPU 1 45 (0.4 s/epoch) 0.008 0.003

ConvE-STF GPU 10 500 (1.4 s/epoch) 0.015 0.006

ConvE-STF - NF GPU 16 3500 (4.3 s/epoch) 0.018 0.18

d. Computational cost

The computational cost of the different models was evaluated for training, inference and sampling.

The deep learning models (ConvE-STF, ConvE-STF-NF, ConvE-STF-reduced) are trained on a

single 32Go NCIDA RTX A6000 GPU. The gradient boosting model is trained on multiple (60)

AMD EPYC 7763 CPU. The obtained computational costs are given in Tab. 3.

The training of a gradient boosting machine for quantile forecasting requires the training of a

single model for each variable, lead time and quantile. In this study this results in 1320 individual

models. This results in a heavy model file (348 Mb) and implies multi-CPU training. The training

time is then 𝑂 (𝑁𝑇𝑄), with N the number of samples, T the number of predicted lead times and

Q the number of quantiles. Deep learning models are easily parallelized using GPU, resulting

in a training time of ≈ 500𝑠 for ConvE-STF on a single GPU. The addition of normalizing flows

implies transformations inversion that adds computational cost for error gradient back propagation,
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making it 3 times slower to train than ConvE-STF. Analog methods need no training time, making

it a very simple to implement probabilistic forecast framework. The sampling from the predicted

distributions is more efficient under Gaussian assumption. Normalizing flows transformation

makes it 300 times slower than with a simple Gaussian posterior, and the sampling using the

empirical quantile function for gradient boosting machine is 2000 times slower.

e. Probabilistic wind speed forecasts

The quantile description output by the gradient boosting machine is flexible as it makes no assump-

tion on the underlying distribution. It can in theory capture heavy tail or multi modal distribution.

However, it is limited to the prediction marginal distributions, and the correlation structure is not

explicitly described. This is observed with the VS in Sec. 5.a. The lack of correlation structure

in the gradient boosting machine output is a drawback for the joint probabilistic forecasting of

correlated variables. For the 2-dimensional wind speed, it can result in unrealistic sampled wind

direction. Though it is hard to measure the impact of the correlation structure with standard statis-

tical metrics, it is expected to strongly impact the generation of multivariate scenarios for offshore

wind operations weather window forecasting.

In the ConvE-STF and analogs methods, a multivariate Gaussian assumption is made for the output

with (2,2) covariance matrices. The Gaussian assumption can be relaxed using normalizing flows

in the ConvE-STF-NF model but no clear quantitative effects are observed in terms of model

performance. However, the normalizing flows approach adds little computational cost to the

previous Gaussian assumption. By construction, the likelihood can be easily calculated, and

samples can be directly generated. It can in theory adapt to complicated posterior distributions

with a limited added model complexity. A sample from the latent Gaussian distribution is passed

through several layers of neural splines (Durkan et al. 2019) to be transformed into a sample

in real space. The non-linearities within the neural spline flows can approximate very complex

distributions and are conditioned by the input data. By doing so, we lift any assumption on the

posterior data, compared to the quantile approach or Gaussian assumption.

The shapes of the predicted distributions from the different methods are illustrated in Fig. 9 for

two entries in the test dataset. For the first entry (figures (a), (c), (e)), the gradient boosting
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Fig. 9. The three different probabilistic approaches are illustrated on two entries of the dataset. Samples

generated from the predicted distribution in the generative case (ConvE-STF-NF), Gaussian case (ConvE-STF)

and quantile case (Gradient boosting machine, GBM) are scattered on polar plots of wind speed and wind

direction. The observation is shown as a blue circle and the AROME prediction as an orange circle.

machine distribution has heavy tails, showing the flexibility of the quantiles. For the second entry

(figures (b), (d), (f)), it has a very low spread, probably due to over-fitting. Figures (a) and (b)

show multi-modal distributions obtained with normalizing flows. The obtained shapes are not

very different from the Gaussian distributions in figures (c), (d), but show a discretization in wind

direction. This is an artefact of the dataset, knowing that the wind direction at the target station is

measured with a resolution of 5 degrees. Normalizing flows can partially capture this complicated

relationship between the predicted variables in a non-supervised way. It shows the great flexibility

of normalizing flows for probabilistic forecasting.

f. Input sensitivity

The ConvE-STF is trained with different input sets to compare the value of each data source.

The size of the numerical weather prediction domain and the number of neighboring stations are
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Fig. 10. Sensitivity of the RMSE to the number of ground stations taken as input (a) and to the size of the

numerical weather prediction input (b). The dashed line is the generalized RMSE, and blue error bars show the

50% inter-quantile range over the 6 splits.

Fig. 11. Sensitivity of the RMSE to the input data. Blue bars show the generalized RMSE, and error bars

show the 50% inter-quantile range over the 6 splits. Input data is the combination of neighboring ground stations

(GS), Numerical Weather Prediction (NWP) and closest numerical weather prediction grid point (Closest).

the two main parameters considered for sensitivity. They are crucial parameters for the method

generalization, and they can give indications on explanatory variables importance.
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In Fig. 10 (a), the sensitivity of RMSE to the number of ground stations used as input is plotted.

A clear trend is identified, with a decreasing RMSE for the 12 closest stations, and a stabilization

for an increased number of stations. This validates the choice of 12 closest stations as input

for the main model. This optimal number of input stations however is strongly depending on

the experimental setup. Firstly, it is site-dependant, and represents the limit of spatio-temporal

correlation between measured parameters and target parameters. This is function of the distance

and position of the neighboring ground stations, which will be specific for every site. Secondly, it

depends on the length of the time series considered as input. In this study, we limited the length

of the neighboring measurements time series to 6 hours. Longer time series might then exhibit

larger areas of spatio-temporal correlation. Eventually, it is depending on the length of the forecast

window, which is for this experiment limited to 6 hours.

In Fig. 10 (b), the sensitivity to the size of the input numerical weather prediction mask is

shown. The change in input size (from 20x20 images to 120x159 images) implies a change in

the convolutional architecture (2 to 3 layers). A hyper-parameter tuning for the numerical weather

prediction data encoder was made for each input size using Bayesian optimization as described

in Sec. 4.e. The link between forecast error and numerical weather prediction input size is not

as straightforward and can only be discussed for this specific site. The best performances are

obtained with a mask of 2 degrees in latitude and longitude. It is possible that the larger input

area in this specific region does not carry more information than the smaller input mask. But there

is no guarantee that even larger masks would not bring additional information. In particular, the

atmospheric circulation in the eastern Gulf of Lion is notably influenced by the situation in the

Gulf of Genoa and Ligurian Sea which would require a wider input mask.

In Fig. 11, we report the performance of ConvE-STF models using different combinations of

wind data as inputs. We consider three wind data sources: namely, the wind measurements from

ground stations input (GS), the wind prediction from the operational numerical weather prediction

(NWP) for the considered domain, and the wind prediction from the operational numerical weather

prediction (NWP) for the grid point the closest to the targeted offshore location (closest) (see Fig.5).

These results illustrate the relative importance of the different data sources in the prediction of the

ConvE-STF model. The addition of ground stations input greatly improves the RMSE compared
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Fig. 12. RMSE improvement between ConvE-STF, gradient boosting machine (GBM) and AROME. The

RMSE improvement (RMSE(AROME) - RMSE(model)) is shown in color, with blue sectors indicating a RMSE

decrease compared to AROME, and red sectors a RMSE increase. The RMSE improvement is plotted as function

of wind direction and wind speed.

to the two central bars. It highlights the importance of neighboring measurements as explanatory

variables. From the GS only case, it can be noted that both the addition of numerical weather

prediction input and closest grid point input improve the forecast post-processing. It shows that

information can be extracted from regional forecasts to improve the forecast at a target station, but

that it is hard to capture the forecast at the closest grid point using convolution neural network.

g. Qualitative improvements

The forecast quality of ConvE-STF is analyzed as function of the weather situations. The RMSE

improvement of ConvE-STF and gradient boosting machine models compared to AROME closest

grid point is shown in Fig. 12. The ConvE-STF model shows general improvement in RMSE

compared to AROME, with a RMSE reduction for most wind speed and direction. It shows the

model’s skills at post-processing numerical weather prediction in most weather situations.

The patterns are relatively similar for both models, but ConvE-STF is notably more efficient than

the gradient boosting machine for South-West-blowing winds. This can be due to the processing

of a larger amount of coastal in situ measurements situated upwind from the target station.
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However, both models fail to improve the RMSE for North-East and South-West winds with an

increased error compared to AROME closest grid point. It is important to note that such winds

are relatively rare in the eastern gulf of Lion. Thus, this likely illustrates a shortcoming of the

considered training configurations with two-year-long datasets. When such wind situations are not

present in the training dataset, deep learning models cannot extrapolate during the test phase for

so-called out-of-distribution samples.

6. Conclusion and discussion

This paper proposes a deep learning architecture for the probabilistic wind speed forecast at sea.

It uses convolutional neural network to process a large amount of input data and is compared to

state-of-the-art statistical methods. Several probabilistic assumptions are proposed for multivariate

probabilistic forecasting. A Gaussian posterior is compared to a normalizing flows and quantile

approaches. The proposed method proves skillful at improving the short-term wind forecast (1 to 6

hours ahead) at a target offshore location, with a 40% reduction in RMSE compared to numerical

weather prediction forecast. Other baseline methods improve the forecasts by 14% for analogs to

26% for the gradient boosting machine. It stresses the importance of numerical weather prediction

post-processing for offshore applications. Furthermore, the proposed architecture can emulate

probabilistic forecasts with a satisfying reliability.

The proposed ConvE-STF architecture shows the best performance in terms of deterministic and

probabilistic metrics. It shows an acceptable forecast reliability, with a marginal gain for a Gaussian

assumption compared to normalizing flows. Normalizing flows addition can reproduce highly non-

Gaussian behaviors for a relatively low computational cost. This can be of great use for multivariate

probabilistic metocean forecasting. Other generative models such as GAN, VAE or diffusion models

could probably achieve similar results, and were not explored in this study. Normalizing flows

however provide a simple yet efficient method to relax the parametric assumption on the posterior

distribution.

The use of deep learning methods allows the integration of various sources of data. It permits the

use of recent neighboring measurements that have a great impact on the forecast correction. In

the context of offshore operations, it shows the opportunity of post-processing numerical weather
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prediction using coastal measurements. Moreover, once trained, deep learning models run fast and

could enable short-term operational decision making based on high frequency forecasts.

Normalizing flows are used as an add-on block to the ConvE-STF architecture with Gaussian

assumption. The normalizing flows transformations conditioning can be constructed in different

ways. It is applied in this paper for each lead time independently, and the sampling is to be done for

each lead time. The temporal correlation between lead times is not explicit. Whether normalizing

flows can be used to jointly model the temporal correlation and variable correlation is still an open

question (Dumas et al. 2022).

The considered dataset has inherent limitations. It would be beneficial to complement the study

with an extended dataset. The forecast horizon is here limited to 6 hours after forecast issue time.

In real operational contexts, offshore operations planning and execution (Gintautas and Sørensen

2017), would likely require the extension to 24-hour forecasts. Operational NWP forecasts fulfill

this requirement (Bauer et al. 2015). Our experiments also assess how the length of the training

dataset impacts the forecasting performance of the proposed deep learning scheme. While we

retrieve significant average improvement compared with the operational NWP forecast using a

2-year-long training dataset, we also point out limitations for rare events, especially South-West

and North-East winds in our case-study. This is likely a limiting factor for a complete forecast

evaluation (Schultz et al. 2021), however it shows that a skillful data-driven model can be obtained

using 2 years of training data. Related studies applied to wind speed forecasting often use shorter or

similar datasets to train post-processing models (Zheng et al. 2022; Gallego et al. 2011; Wang et al.

2017). Extending the considered dataset to longer times series strongly depends on the availability

of longer time series of offshore measurements and requires the deployment of dedicated in situ

observatories (Marcille et al. 2023). The availability of ensemble NWP forecasts also seems

appealing both as a complementary benchmarking baseline as well as to explore how deep learning

schemes could benefit from ensemble forecasts as input data (Grönquist et al. 2021). Furthermore,

it would be very beneficial to compare the forecasts’ reliability with the ensemble prediction of

AROME to assess the impact of data representativity on forecast calibration.

Other sources of data could be used to improve the post-processing of numerical wind forecast.

For offshore surface winds, sea surface roughness data through satellite Synthetic Aperture Radar
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(SAR) images provides high-resolution information (Mouche et al. 2012). To date, SAR images

have a to low temporal availability (2 to 3 days) to be integrated into an operational post-processing

model. Further studies on the impact of marine exogenous variables for offshore wind forecasting

could be considered.

This study could be extended to jointly forecast wind and wave parameters (Ahmadreza et al.

2008). Potential non-Gaussian distributions are expected between wind and wave parameters

forecast uncertainty. From there, the value of the forecast could be evaluated with regards to

probabilistic operational decision making by modelling a realistic maintenance operation (Gintautas

and Sørensen 2017; Catterson et al. 2016). The model reliability is then a crucial parameter to

justify the operational use of probabilistic forecasts.
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