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Abstract—Memristors allow computing in memory, which may
be leveraged by deep neural network (DNN) accelerators to
reduce energy footprint. However, such gains in energy efficiency
come at the cost of noise on the computation results due to
the analog nature of memristors. In this work, we introduce
a theoretical framework to estimate the mean squared error
(MSE) of a memristor-based DNN. We propose an efficient
software implementation of this framework which is shown to be
orders of magnitude faster than using Monte-Carlo simulations.
Additionally, we study two different techniques for mapping
convolutional layers to memristors and compare their relative
impact on the mean squared error and its computation time. The
accuracy of the proposed analysis is first evaluated on a simple
regression problem, and then on a more complex classification
task with a network capable of achieving high accuracy on the
CIFAR-10 dataset, which shows that our method is efficient over
practical up-to-date DNNs. The proposed framework is then
used to perform a meta-heuristic optimization of the memristor
maximal conductance value so as to minimize the energy usage.1

Index Terms—Memristors, neural networks, energy efficiency,
in-memory computing

I. INTRODUCTION

MEMORY accesses are one of the most energy-consuming
parts of a computing system [1]. This is a critical

issue for systems that have high memory requirements [2],
frequent data access [3], or are prone to run on embedded
devices [4]. For example, state-of-the-art deep neural networks
(DNNs) on the ImageNet [5] classification task require millions
of parameters and billions of FLOPs [6]–[8] when imple-
mented with floating-point arithmetic. Therefore processing-
in-memory (PIM) recently emerged as a very promising
alternative compared to the conventional Von-Neumann ar-
chitecture [9], [10]. Specifically, several PIM designs have
been shown to achieve significantly lower energy footprints
for DNN implementations [11]. Among them, memristors [12]
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are a form of low-power, non-volatile memory that allows
computing matrix-vector multiplications (MVM) directly in
memory, by programming the memristor conductance values to
some specific levels [13], [14]. Hence, memristor-based DNN
implementations are able to achieve a significant reduction in
energy consumption compared to conventional DNN systems.

However, the programmed conductance levels in memristors
may be affected by noise originating from several possible
sources [15], [16]. For instance, in memristors, as in any
resistors, there is a thermal noise that can affect computations.
Additionally, device-to-device variability of the resistance is
another source of unreliability that is likely to affect the result of
the computation. Despite such non-idealities, DNNs have been
shown to inherently tolerate some level of noise up to a certain
extent, while still maintaining their performance [17]. Moreover,
methods to further improve DNN noise tolerance during the
training process have also been recently proposed [18]–[21].
Existing methods primarily rely on injecting noise during
training, which has also been applied to the weights [20]
and activations [22] of memristor-based DNNs.

Even though memristor-based DNN implementations have
recently gained in popularity, their analyses, design, and
optimization have been primarily empirical in nature [23]–
[26]. In this work, we propose an alternative to the vast
empirical work on memristors by using a theoretical framework
instead. More specifically, our analysis can be used to estimate
the performance of a trained DNN deployed on noisy PIM
hardware. As highlighted previously, the development of
memristor-enabled DNNs could be a critical asset for curbing
the increasing power usage of state-of-the-art neural networks.
A theoretical framework capable of estimating the influence of
the unreliability of memristors on the computations of DNNs
could be useful for helping this development by providing
tools for the joint design of reliable DNN architectures and
memristor implementations. As shown in this paper, such joint
considerations between hardware and algorithm can be used
to further increase the energy gains achievable by using a
memristor architecture while preserving the accuracy of DNNs.
However, to be of interest, this framework needs to have a
high degree of accuracy and efficiency, in line with the existing
methods used for estimating uncertainty on standard DNNs.

As related work, several advances have been made to study
uncertainty in the outputs of neural networks without relying
on Monte-Carlo simulations, which can be highly resource-
intensive. In these approaches, weights are modeled as random
variables, and the goal is to estimate the posterior distribution
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of network outputs over the network parameters. Most recent
methods used variational inferences. A first example is [27]
where the Bayes by Backprop approach is introduced. This
method considers a Gaussian distribution over the weights
of the network. Another example of the use of variational
inference can be found in [28], which proposes to use Bernoulli
variational distributions to interpret dropout in a network. These
works aimed to model uncertainty in each layer of DNNs but
did not propagate the variational distribution through the layers
and preferred to sample randomly from the distribution and pass
it to the respective next layers. This approach was motivated by
the difficulty of propagating moments through the non-linear
operations of DNNs. However [29] presented an extended
variational inference framework, capable of propagating the
mean and covariance of the DNN at the output of each layer.
This paper, and later [30], [31], clearly identify the non-
linearities of each layer as a challenge for moment propagation
and proposed two methods to address this issue: one using a
first-order Taylor series approximation and another using an
unscented transformation.

While all the previously mentioned works focused on
standard implementations suffering from noise or adversarial
attacks, moment propagation was also applied to memristor-
based implementations. This was first reported in [32] which
presented a theoretical analysis for studying the influence of
conductance variations on a DNN at inference time. How-
ever, [32] considers a memristor crossbars model for MVM
computations based on passive summing circuits, which seems
less widely utilized in current experimental implementations
compared to the memristor model used in our work. Then our
preliminary work [33], which uses the same model as in this
work, also proposed a theoretical framework for estimating the
mean squared error (MSE) of a memristor-based DNN. Here,
unlike [31]–[33], we investigate the case where convolutional
layers are directly implemented on memristors, rather than
converted to fully-connected layers. This has an important
impact on the theoretical analysis based on moment propagation.
Moreover, we propose a novel and more accurate method for
moment estimation after the activation functions.

In this work, we propose an improved method, in terms
of adaptability and precision, for theoretically estimating the
influence of noise on the computation of a memristor-based
DNN. Particularly, we develop a framework for estimating
the MSE between an unreliable neural network implemented
using memristors and its reliable counterpart. This framework
allows the prediction of the first and second moments of the
outputs of a variety of DNN layers. We also present equations
for evaluating the power consumption of the memristors
used by the network. Finally, we propose an optimization
method that allows minimizing the power consumption of a
memristor-based DNN to meet a desired MSE. Furthermore, we
introduce a runtime-efficient implementation of our theoretical
framework and empirically demonstrate a speedup of two
orders of magnitude compared to Monte-Carlo simulations. We
showcase the correctness of the proposed theoretical analysis
when estimating the MSE of a small DNN model applied to
a regression task and a larger convolutional neural network
(CNN) capable of achieving an accuracy superior to 90% on
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Fig. 1: Memristor crossbar architecture for MVM.

the CIFAR-10 classification dataset [34]. Additionally, we show
that using the theoretical analysis in the previously mentioned
optimization problem, it is possible to reach the baseline
accuracy of a network with 6% less power consumption than
with its non-optimized counterpart. In the end, our results show
that our theoretical framework can accurately and efficiently
predict the performance of a memristor-based DNN as a
function of device characteristics.

The main contributions of this paper can be summarized as
follows:

• We provide theoretical equations capable of efficiently
estimating the MSE and power usage of memristor-enabled
DNNs with respect to their reliable digital counterpart
through a moment propagation method.

• We propose a framework to compute these theoretical
metrics which can be several orders of magnitude faster
than using Monte-Carlo simulations to achieve the same
estimation error.

• We make use of this framework to efficiently optimize the
hardware parameters of memristor crossbars to minimize
their energy consumption under performance constraints.

The remainder of the paper is organized as follows: Section II
introduces the memristors and DNN models, Section III
details our theoretical analysis of the memristor-based DNN
performance and provides an overview of the computational
challenges derived from efficiently implementing our analytical
framework, Sections V and VI describe the proposed optimiza-
tion method and corresponding results, respectively, and, finally,
Section VII provides a summary of our main contributions and
future directions.

II. SYSTEM MODELS

Before presenting our theoretical analysis, we first need to
describe the memristor crossbar model we consider and its
associated noise model, as well as how this model is used in
the context of MVM on memristors. Then, we introduce the
characteristics and notation of the DNNs that will be considered
in this paper.

A. Memristor model
Figure 1 illustrates the architecture of the considered memris-

tor crossbar. In accordance with Ohm’s Law and Kirchoff’s Law,
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the current in each branch is given by the conductance at each
node multiplied by the input voltage of the row. These products
are then summed along the column. Finally, a transimpedance
amplifier (TIA) converts the current into a voltage at the end
of each column [35]. The output zj of the j-th column is thus
given by

zj = r

L∑
i=1

gi,jxi , (1)

where xi is the voltage at the input of row i, gi,j is the
conductance of the memristor at row i and column j, and r is
the feedback resistance of the TIA.

Unfortunately, several practical issues may cause the actual
computation to differ from the ideal case presented in equa-
tion (1). Specifically, conductance values may be affected by
fabrication variations and noise during programming [14], [16],
[20], [36]. We consider that the memristors conductance ranges
from gmin to gmax, which respectively represent the minimum
and maximum physical conductance values programmable on
a memristor. To take variability into account, we represent
the programmed conductance values as random variables Gi,j ,
which we model as

Gi,j = gi,j + ϵvi,j , (2)

where gi,j is the desired value and ϵvi,j is the noise due to
variability in conductance programming. Commonly, this noise
is assumed to follow a normal distribution with 0 mean [20].
We use σ2

v to denote the variance of ϵv. In practice, σ2
v may

vary with the conductance value gi,j [16], but for simplicity,
we assume here that it is constant. Nevertheless, the analysis
proposed in this paper can be easily extended to the case where
σ2
v depends on the conductance value.

B. Mapping dot-product computation into a memristor crossbar

Since memristors can only store positive values, we actually
use two memristor crossbars for storing one matrix: the g

(+)
i,j

are the positive values of the matrix and the g
(−)
i,j are the

opposite of the negative values. As in [25], the MVM can then
be realized by

Zj =

L∑
i=1

rG
(+)
i,j Xi −

L∑
i=1

rG
(−)
i,j Xi , (3)

where Zj , G(+)
i,j , G(−)

i,j , and Xi are random variables. Moreover,
Xi and Zj can be seen as noisy versions of the input xi and
output zj presented in (1), respectively.

Now, an MVM required by a neural network can be
formulated as y = wx, where w is a weight matrix and x
is the input vector. To map this operation into a memristor
crossbar, we need to convert the original weight matrix w to
two conductance arrays g(+) and g(−). Because of the range
[gmin, gmax] of possible conductance values, the weights wi,j

are first scaled by a factor λi,j , such that

ws
i,j = λi,jwi,j , (4)

where λi,j =
gu − gmin

wu , with wu representing the maximum
absolute weight value. In addition, gu is chosen depending on

the desired trade-off between accuracy and power consumption,
and it only needs to be smaller than the maximum physical
conductance value gmax. Note that the scaling factor λi,j may
vary for different parts of the neural network, and in Section V,
we will study cases where λi,j can vary from layer to layer,
or from column to column.

After computing the scaled weights, we compute the positive
and negative memristors values as

g
(+)
i,j = ws

i,j
(+) + gmin , (5)

g
(−)
i,j = ws

i,j
(−) + gmin , (6)

where ws
i,j

(+) = ⌊ sgn(w
s
i,j)+1

2 ⌋ws
i,j and ws

i,j
(−) =

⌊ sgn(w
s
i,j)−1

2 ⌋ws
i,j . For simplicity, we define gi,j as gi,j =

g
(+)
i,j − g

(−)
i,j . We note that the random variables G

(+)
i,j and

G
(−)
i,j , which appear in equation (3), are the noisy versions of

g
(+)
i,j and g

(−)
i,j , respectively.

C. Computation models for DNNs and CNNs

We consider a DNN as a sequence of layers, where each layer
corresponds to either a MVM or to other types of linear or non-
linear transformations. Here, we present the different types of
DNN layers that we consider in our analysis, and we explicitly
describe their computation models for memristor crossbars.
Note that the parts of a DNN that heavily rely on MVMs
are fully-connected layers and convolutional layers. Hence,
we consider that only these layers are implemented using
memristors; other functions in the network such as pooling and
non-linear activation functions are assumed to be processed by
digital circuits that are not affected by noise, as in [37], [38].
In the following discussions, we consider that the input and
output of each layer is a three-dimensional tensor. The input,
denoted by X , has size H×W ×Ci, while the output, denoted
by Z, has size E×F×Co, where Ci and Co correspond to the
number of input and output channels, respectively. The outputs
shapes E and F can be expressed from the input size and the
layer’s parameters such as the padding and stride. They are
used here to provide a common notation between the different
types of layers.

1) Fully-connected layer: A fully-connected layer is rep-
resented by its weight matrix of size HWCi × EFCo as
well as by a bias vector b of size EFCo. To implement the
corresponding dot-product operation using memristors, we
construct two memristor crossbars of the same size as the
weight matrix plus one additional row for the bias b. The
conductance values g

(+)
i,j and g

(−)
i,j are computed following

(4) and mapped onto the memristors. Then, the memristor
crossbar outputs Z̃j

(+)
=
∑L

i=1 rG
(+)
i,j Xi+B

(+)
j and Z̃j

(−)
=∑L

i=1 rG
(−)
i,j Xi + B

(−)
j are computed. We assume that the

difference Z̃j = Z̃j
(+) − Z̃j

(−)
, as well as the necessary

rescaling, Zj =
Z̃j

λj
, are computed by digital circuits outside

of the memristor crossbars.
2) Convolutional layer: We consider a convolutional layer

with Ci input channels and Co output channels, a kernel size
k, and a padding size p. A bias vector b may exist as well.
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Fig. 2: Mapping designs of the convolution operation onto memristor arrays.

We consider that a convolutional layer may be mapped to a
memristor device using one of the following two approaches.

The first approach, which we call unrolled-linear (UL),
consists in converting the convolutional layer into a fully
connected layer. This is illustrated in Figure 2a, where the
weight matrices of each kernel are unfolded and repeated
into a large matrix. Then, the input is flattened into a vector
which can be directly multiplied with the unrolled new weight
matrix stored using memristors. Note that the weight matrix is
therefore of size Ci(H+2p)(W+2p)×CoEF . This approach
has the advantage that the computation of each layer can be
done in one pass, meaning that only one MVM is performed.
On the other hand, it requires storing a large, although sparse,
matrix on memristor crossbars. Moreover, the larger the height
of the matrix that is stored on a memristor crossbar, the more
noise will be added to the result of the MVM carried out.

In the second approach, which we refer to as unfold-repeat
(UR), a weight matrix is constructed for all the kernels [20],
[39]. Figure 2b shows how the mapping of the operation
translates to a memristor crossbar. The constructed matrix
has size k2Ci ×Co with each row containing all the flattened

kernels for one output channel. This matrix is then stored on
a memristor crossbar. To implement the convolution operation,
the input is then unrolled into patches of size k2Ci, and each
patch is multiplied with the memristor crossbar. With this
approach, a much smaller memristor array is needed, but the
number of MVMs required is now (H − k + 1)(W − k + 1).
In addition, as with the fully-connected layer, the existence
of the bias b implies an extra row on the weight matrix, as
displayed in Figures 2.

In terms of actual hardware implementation, the second
convolution mapping is more practical. This is due to the
required size of the memristor crossbar being much smaller,
which reduces the amount of noise in the final computation.
In the following, we consider that the equations proposed for
the fully-connected layers also apply to the UL convolutional
layers.

3) Other linear operations: We now underline that some
non-linear operations such as batch normalization may be im-
plemented by resorting to the previous UL and UR approaches
described for convolutional layers. In this case, an equivalent
UL or UR can be constructed. Alternatively, a preprocessing
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fusion step may also be applied, as discussed in Sec. IV-A. In
our theoretical discussions and experimental results, we use
average pooling for the pooling operation due to its linear nature
(compared to the often-used max-pooling) which facilitates the
theoretical analysis.

4) Activation function: As previously mentioned, we con-
sider the DNN non-linear operations to be implemented
in digital circuits. Nonetheless, the first and second-order
moments must be propagated through the activation function.
For most activation functions, evaluating such moments may
require an approximation of some operations, which can be
computationally expensive and hence reduce the practicality
of using a theoretical analysis compared to a Monte-Carlo
evaluation of the MSE. Instead, we impose the use of the
ReLU activation function and propose an efficient analytical
formula to compute the first and second-order moments (see
Section III-D).

III. THEORETICAL ANALYSIS

To evaluate the robustness to noise of a memristor-based
DNN, we aim to compare the difference between the output
of the unreliable DNN with the output of a DNN of the same
architecture but using a standard digital hardware devoid of
noise and perturbations, which we refer to as a reliable DNN.
To achieve this, we compute the MSE between the output of
the memristor-based DNN and the output of the reliable DNN.
Denoting by Z the output of the reliable network and by Z̃
the output of the noisy variant, we can express the MSE as

MSE[Z̃] = V[Z̃] + (E[Z̃]− Z)2 , (7)

where E and V are the mean and variance operator, respectively.
As we see from equation (7), the computation of the MSE
requires two terms for each operation performed on the
memristor-enabled computing device: the first and the second-
order moments. Therefore, the goal of our theoretical analysis
is to compute these moments at the output of each DNN layer.

Since we focus on fully-connected and convolutional layers
that are implemented on memristor crossbars, they are affected
by noise, and as such have a significant effect on the successive
moments. On the other hand, some operations, namely batch
normalization, average pooling, and the activation function, are
performed on reliable digital circuits. However, they propagate
the moments from earlier layers.

In the following discussions, we denote by µ and γ the
mean and covariance matrix of the input X of a given layer,
respectively, and present the detailed equations for calculating
the mean and covariance of the output of the different layer
types considered in this work.

A. Moment propagation for fully-connected layers

As mentioned in Section II, the noise introduced in each
memristor weight is independent from the noise introduced
in the other memristors. In other words, the only correlation
between outputs is due to the computations performed by
previous layers.

The random variable Gi,j = G
(+)
i,j − G

(−)
i,j , has mean

E[Gi,j ] = λwi,j . If G
(+)
i,j and G

(−)
i,j have noise variance σ2,

then Gi,j has variance 2σ2. Hence, the fully-connected layer
computations presented in (3) followed by rescaling, can be
rewritten as

Zj =
r

λ

(
L∑

i=1

Gi,jXi +Bj

)
, (8)

where Bj is the scaled noisy bias. This leads to the following
expressions for the first and second moments E[Zj ], V[Zj ] and
Cov[Zj , Zj′ ] at the output of fully-connected layers.

Proposition 1 (First and second moment propagation for
fully-connected layers).

E[Zj ] = r

(
L∑

i=1

wi,jµi + bj

)
, (9)

V[Zj ] = r2

(
2σ2

λ2
+

L∑
i=1

(
σ2µ2

i

λ2
+ γ2

i w
2
i,j +

γ2
i σ

2

λ2

)

+

L∑
i=1

L∑
i′=1,i′ ̸=i

wi,jwi′jγi,i′

)
,

(10)

and

Cov[Zj , Zj′ ] = r2
L∑

i=1

L∑
i′=1

wi,jwi′j′γi,i′ . (11)

B. Moment propagation for convolutional layers

Unlike the fully-connected layer case presented above, all
outputs from the same output channel in the UR convolution
mapping pass through the same memristors. Hence, the same
noise realization is present at different computation stages. To
take this into account, we introduce an additional term in the
computation of the covariance between two outputs from the
same output channel.

We rewrite the computation at the convolution layer followed
by the rescaling as

Zco,io,jo =
r

λco

∑
c

k/2∑
i=−k/2
j=−k/2

Gco,c,i,jXc,io+i,jo+j +Bco . (12)

Using this expression, we propose analytical formulas for
the mean E[Zco,io,jo ], variance V[Zco,io,jo ], and covariance
Cov[Zco,io,jo , Zc′o,i

′
o,j

′
o
], of Zco,io,jo . For the covariance cal-

culation, since several inputs will encounter the same noise
realization through the same memristor, we analyze two cases
covering the computation of the covariance : in the first case,
two outputs are from the same output channel, and in the
second case, they are from different output channels.

Proposition 2 (First and second moment propagation for
convolutional layers).

E[Zco,io,jo ] = r
∑
c

k/2∑
i=−k/2
j=−k/2

w̄co,c,i,jµc,io+i,jo+j + bco , (13)



6

V[Zco,io,jo ] = r2

(∑
c,c′

k
2∑

i=− k
2

j=− k
2

k
2∑

i′=− k
2

j′=− k
2

ϖc,c′,i,j,i′,j′

co,co,io,jo,io,jo
+

2σ2

λ2
co

(1 +
∑
c

k
2∑

i=− k
2

j=− k
2

(γ2
c,io+i,jo+j + µ2

c,io+i,jo+j))

)
. (14)

If two outputs are from the same output channel, i.e. if
co = c′o:

Cov[Zco,io,jo , Zco,i′o,j
′
o
] = r2

(∑
c,c′

k
2∑

i=− k
2

j=− k
2

k
2∑

i′=− k
2

j′=− k
2

ϖc,c′,i,j,i′,j′

co,co,io,jo,i′o,j
′
o

+
2σ2

λ2
co

(
1 +

∑
c

k
2∑

i=− k
2

j=− k
2

γc,io+i,jo+j,c,i′o+i,j′o+j

+ µc,io+i,jo+jµc,i′o+i,j′o+j

))
, (15)

and otherwise, if co ̸= c′o:

Cov[Zco,io,jo , Zc′o,i
′
o,j

′
o
] = r2

∑
c,c′

k
2∑

i=− k
2

j=− k
2

k
2∑

i′=− k
2

j′=− k
2

ϖc,c′,i,j,i′,j′

co,c′o,io,jo,i
′
o,j

′
o
,

(16)

with

ϖc,c′,i,j,i′,j′

co,c′o,io,jo,i
′
o,j

′
o
= w̄co,c,i,jw̄c′o,c

′,i′,j′γc,io+i,jo+j,c′,i′o+i′,j′o+j′ .

C. Moment propagation for average pooling layers

We consider a 2D average pooling layer with stride s. The
operation done at this layer is

Zc,i,j =
1

s2

i+s∑
k=i

j+s∑
l=j

Xc,k,l . (17)

Since the average pooling layer is a linear operation, its
moments E[Zc,i,j ], V[Zc,i,j ] and Cov[Zc,i,j , Zc′,i′,j′ ] can be
computed exactly.

Proposition 3 (First and second moment propagation for
average pooling layers).

E[Zc,i,j ] =
1

s2

i+s∑
k=i

j+s∑
l=j

µc,k,l , (18)

V[Zc,i,j ] =
1

s4

i+s∑
k=i

j+s∑
l=j

i+s∑
m=i

j+s∑
n=j

γc,k,l,c,m,n , (19)

and (20)

Cov[Zc,i,j , Zc′,i′,j′ ] =
1

s4

i+s∑
k=i

j+s∑
l=j

i′+s∑
m=i′

j′+s∑
n=j′

γc,k,l,c′,m,n .

(21)

D. Moment propagation for the activation functions

Activation functions introduce non-linearities in the network.
Letting f denote the activation function, the operation done
at this layer can be written as Zi,j = f(Xi,j). Because of the
non-linear nature of f , it can be complex to compute exactly
the propagation of the first and second-order moments through
the activation functions. This step is thus the only one in the
proposed framework where some approximations are used.
In order to compute the mean and variance of the moments
after the activation function, we need to know the probability
distribution of the moments at the input of the function. Since
we cannot know the exact distribution, we assume the output
of fully-connected and convolutional layers to follow a normal
distribution. This assumption is supported by the fact that in
the memristor computations, only the inputs are dependent,
but not the noise added on each memristor. Therefore, we can
apply the central limit theorem. The validity of this hypothesis
was also empirically verified through simulations presented in
Section VI.

In the case of the ReLU activation function considered
in this paper, if the input follows a normal distribution, the
output follows a one-sided truncated normal distribution. Using
this assumption we can directly compute the closed-form
expressions for the moments E[Zi,j ], V[Zi,j ] as follows.

Proposition 4 (First and second moment propagation for ReLU
functions).

E[Zi,j ] =
γi,j√
2π

e
−

µ2
i,j

2γ2
i,j +

µi,j

2

(
1− erf

(
−µi,j

γi,j
√
2

))
(22)

and

V[Zi,j ] =

(
µ2
i,j

2
+

γ2
i,j

2

)(
1− erf

(
−µi,j

γi,j
√
2

))

+
γi,jµi,j√

2π
e
−

µ2
i,j

2γ2
i,j − (E[Zi,j ])

2
,

(23)

where erf is the Gauss error function.

Proof. We can express the mean and variance of the output
of the activation function f when the input follows a normal
distribution as

E[Zi,j ] =

∫ ∞

−∞
f(x)

1

γi,j
√
2π

exp

(
−1

2

(
x− µi,j

γi,j

)2)
dx

(24)
and

V[Zi,j ] = E[Z2
i,j ]− E[Zi,j ]

2

=

∫ ∞

−∞
f(x)2

1

γi,j
√
2π

exp

(
−1

2

(
x− µi,j

γi,j

)2)
dx

− E[Zi,j ]
2 . (25)

We then replace f by the ReLU function and therefore we
simply need to compute the following integrals:

Ψ1 =

∫ ∞

0

x
1

γi,j
√
2π

exp

(
−1

2

(
x− µi,j

γi,j

)2)
dx , (26)
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and

Ψ2 =

∫ ∞

0

x2 1

γi,j
√
2π

exp

(
−1

2

(
x− µi,j

γi,j

)2)
dx . (27)

The solutions to Ψ1 and Ψ2 can be computed using the general
forms of these normal integrals, as shown in [40].

Following [32], the covariance can also be computed through
approximation using a Taylor expansion:

Cov[Zi,j , Zi′,j′ ] ≈ f ′ (µi,j) f
′ (µi′,j′) γi,j,i′,j′ . (28)

E. Power consumption

We now use the previous expressions of the moments to
compute the mean power usage of each memristor crossbar
for the inference of one input. We separate the power usage
of the memristor crossbars into two parts: the power usage of
the memristors and the power usage of the TIAs.

1) Fully-connected layer and UL convolution: We first
derive an estimation of the power consumption of the memristor
computations E[P (mem)

i,j ] and E[P (mem)
bias,j ] when using a fully-

connected layer, which also directly extends to our UL
convolution mapping.

Proposition 5 (Mean power usage of each memristor in a fully
connected layer).

E[P (mem)
i,j ] = (λ |wi,j |+ 2gmin)(γ

2
i + x2

i ) (29)

E[P (mem)
bias,j ] = λ |wbias,j |+ 2gmin . (30)

Proof. For the power consumption of memristors in crossbars,
it is possible to express directly the power usage for a pair
of memristors storing the positive and negative weight of the
same position in the original weight matrix. Defining P (mem)

i,j =

P
(mem)(+)
i,j + P

(mem)(−)
i,j , the power consumption of each pair

of memristor can be written as P (mem)
i,j = |Gi,j |X2

i . We then
compute the mean E[Gi,jX

2
i ].

Moreover, the mean power consumption of each TIA,
E[P (TIA)

j

(+)
] and E[P (TIA)

j

(−)
], is evaluated for both the positive

and negative memristor arrays by the following expressions.

Proposition 6 (Mean power usage of each TIA in a fully
connected layer).

E[P (TIA)
j

(+)
] = λ2 ρ

(+)2

i + µ
(+)2

i

r
, (31)

E[P (TIA)
j

(−)
] = λ2 ρ

(−)2

i + µ
(−)2

i

r
. (32)

Proof. We can express the power consumption of each TIA as

P (TIA)
j

(+)
= r

(
L∑

i=1

G
(+)
i,j Xi

)2

=
Z̃

(+)2

j

r
, (33)

P (TIA)
j

(−)
= r

(
L∑

i=1

G
(−)
i,j Xi

)2

=
Z̃

(−)2

j

r
. (34)

We then simply express the mean of the squared outputs of
the memristor computations as computed in Section III-A.

Hence, the mean power consumption E[P (FC)
tot ] of a fully-

connected layer or of a convolutional layer with UL mapping
can be computed based on Propositions 5 and 6.

Corollary 1 (Total power consumption of memristors of a
fully-connected layer).

E[P (FC)
tot ] =

L∑
j=1

(
L∑

i=1

E[P (mem)
i,j ]+E[P (TIA)

j

(+)
]+E[P (TIA)

j

(−)
]

)
.

(35)

2) UR convolution: We consider a convolutional layer with
kernel size k, Ci input channels and Co output channels and
H ×W the height and width of each feature map. We can
compute the mean power for each weight stored on a memristor
E[P (mem)

co,ci,i,j
] and E[P (mem)

bias,co ] as follows.

Proposition 7 (Mean power usage of each memristor in a UR
convolutional layer).

E[P (mem)
co,ci,i,j

] =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

(λco |wco,ci,i,j |+ 2gmin)(γ
2
ci,m,n + x2

ci,m,n)

(36)

and

E[P (mem)
bias,co ] = (M − k + 1)2(λco |wbias,co |+ 2gmin) (37)

for each bias stored on a memristor.

Proof. Similarly to Proposition 5, we can express the power
consumption of each memristor during inference except that,
in this case, we must also count the number of times the MVM
product is repeated to complete the computation for one input
map:

P (mem)
co,ci,i,j

=

M−k/2∑
m=k/2

M−k/2∑
n=k/2

|Gco,ci,i,j |X2
ci,m,n . (38)

We can then take the mean of this expression:

E[P (mem)
co,ci,i,j

] =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

E[|Gco,ci,i,j |X2
ci,m,n] . (39)

Similarly we can express the mean of each memristor bias as

E[P (mem)
bias,co ] =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

λco |wbias,co | . (40)

We also propose expressions for evaluating the mean power
consumption, E[P TIA(+)

co ] and E[P TIA(−)

co ], of each TIA in a
similar way.

Proposition 8 (Mean power usage of each TIA in a convolu-
tional layer).

E[P TIA(+)

co ] =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

V[Z(+)
co,m,n] + E[Z(+)

co,m,n]2

r
, (41)
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and

E[P TIA(−)

co ] =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

V[Z(−)
co,m,n] + E[Z(−)

co,m,n]2

r
.

(42)

Proof. If Zco,m,n is the result of the convolution, we have

P TIA(+)
co =

M−k/2∑
m=k/2

M−k/2∑
n=k/2

Z
(+)2

co,m,n

r
, (43)

and similarly for P TIA(−)

co . We then take the expectation.

We can then express the mean of the total power consumption
of one UR convolutional layer E[P (Conv)

tot ] as a corollary of
Propositions 7 and 8.

Corollary 2 (Total power consumption of memristors of a
convolutional layer).

E[P (Conv)
tot ] =

Co∑
co=1

(
E[P (TIA)

co

(+)
] + E[P (TIA)

co

(−)
] + E[P (mem)

bias,co ]

+

k∑
i=1

k∑
j=1

d∑
ci=1

E[P (mem)
co,ci,i,j

]

)
.

(44)

IV. IMPLEMENTATION DETAILS

A runtime-efficient implementation of our theoretical anal-
ysis is essential to ensure the practicality of our approach
compared to Monte-Carlo simulations. Algorithm 1 describes
the operations of our theoretical analysis and serves as the
blueprint for its implementation. Note that computing the
theoretical equations for a given DNN and input tensor X
is similar to computing its outputs, i.e., presenting an input
to the DNN and forward propagating the output of each layer
with its weights w to the next; with the exception that the
inputs and outputs consists of the triplet µ, γ and P . In

Algorithm 1 DNN Memristor Squared-Error Estimator
µb,c,i,j ← xb,c,i,j

γb,c,i,j,k,l,m ← 0 ▷ Cov init. to 0
Ptot ← 0 ▷ Power init. to 0
for Layer li in the DNN do

Ptot ← Ptot + P (µ, γ, li, wi) ▷ Update the power
µ← ΦE(µ, l

i, wi) ▷ Update µ
γ ← ΦCov(µ, γ, l

i, wi) ▷ Update γ
γb,c,i,j,c,i,j ← ΦV(µ, γ, l

i, wi) ▷ Diagonal of γ
end for

Algorithm 1, ΦE, ΦCov and ΦV correspond to the theoretical
equations for computing the mean, covariance and variance of
a layer, respectively. There are a few efficiency issues with this
algorithm if it is implemented naively. Namely, the covariance
tensor γ tends to be very large for the first layers of the DNN
since it grows quadratically in the number of output activations
of the layer. This may result in out-of-memory errors early
in the computations. However, note that µ shrinks with each
successive layer in popular DNN architectures. Another source

of improvement is to leverage the same data access to perform
slightly different operations resulting in the mean ΦE(·), the
covariance ΦCov(·), and the power P (·).

The aforementioned issues lead to a heavily memory-bound
implementation, thus limiting the size of input batches and
preventing the use of larger DNNs, datasets, and optimization
techniques for the memristor parameters. We aim to alleviate
such issues by carefully analyzing the operations in a given
layer, as discussed next.

A. Fusing convolutional and batch normalization operations

Operator fusion is a well known optimization technique
for DNN deployment by losslessly merging a set of se-
quential operations into one [41], [42]. A popular instance
of such merging is by taking a sequence of batch-norm
and convolution operations and modifying the convolution
weights to incorporate the linear transformation that would
have been performed by batch normalization. Note that, on top
of promoting computational efficiency, there is also a reduction
of the memory footprint. Hence, we perform convolutional
and batch normalization operator fusion prior to the theoretical
analysis in our experiments.

B. Lazy instantiation of the covariance tensor

There are two elements involved in the successive computa-
tion of the covariance γ. First, there is a tensor of large size
B ×Ci ×H ×W ×Ci ×H ×W initialized with zero values.
Second, as we iterate through Algorithm 1, the dimensions of γ
follow the size of the output of intermediate layers. In popular
DNN architectures, the output size of the intermediate layers
shrinks, lessening the memory burden of γ early on in the
analysis implementation. Therefore, we alleviate such memory
bottleneck by representing γ with its size, i.e. storing only the
values of (Ci, H,W,Ci, H,W ), and lazily instantiate it when
needed. This delays the large tensor memory allocation to at
least the second layer, which as noted might be of reduced
size. This approach further simplifies some computations in
the first layer.

V. OPTIMIZATION

The maximal programming conductance value gu has a direct
impact on both the power consumption of the device and the
MSE at the output of the DNN. Consequently, when designing
a memristor-based implementation of a DNN, the choice of
gu values becomes a critical consideration. Our proposed
theoretical framework allows exploring possible trade offs.
Depending on whether the primary goal of the implementation
is to minimize energy consumption or maximize accuracy, our
framework can be used as an efficient tool to determine the most
suitable gu value to align with these objectives. To this end, we
consider a DNN represented by a function f(.), with a target
input X and a set of parameters W that includes the weights
and biases of the network. We consider that gu belongs to
the interval [gmin, gmax], where possible gu values correspond
to different trade-offs between power consumption and MSE.
While lower values lead to smaller power requirements but
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increased MSE, higher values have the opposite effect. Based
on this observation, we formulate the following optimization
problem:

min
gu

E(Ptot)

s.t. MSE(f(X,W, gu)) ≤ ν ,

gmin < gu ≤ gmax

(45)

where ν represents the target MSE to be achieved by the
network. This optimization problem represents finding the best
values for gu which will minimize the power usage of the
memristors for a desired MSE constraint.

Although the optimization problem (45) aims to satisfy a
constraint on the MSE, this metric is not always the end goal
in machine learning problems. For example, in the case of a
classification problem, it is often the accuracy of the network
that needs to be maximized. However, as will be shown in
Section VI, the MSE can be considered as a good proxy
for these other metrics, in particular for the accuracy in a
classification task.

In what follows, we address the optimization problem (45)
for three cases, called designs, of increasing complexity with
respect to gu. Each design increases the degrees of freedom of
the optimization compared to the previous one, so as to ideally
achieve larger power gains:

1) In the scalar design, we consider only one value of
gu for the whole DNN. To do so, we compute wu as
the maximum absolute weight value of all the network
weights. Therefore, we compute and apply the same
scaling factor for all the weight matrices of the network.

2) In the layer-wise design, a distinct gu is used for each
fully connected or convolution layer in the DNN. In this
case, we compute one wu for each layer as the maximum
absolute weight of a given layer. Hence, a different
scaling factor is computed for each layer depending
on wu and the chosen value of gu.

3) Finally, in the column-wise design, we have a vector of
gu for each fully connected or convolution layer, which
have the size of the number of outputs of the respective
layers. For this, we consider a different value of wu for
each column of each weight matrix. A different scaling
factor is then applied to each column of each memristor
crossbar to give more flexibility for reducing the power
usage of the memristors.

Note that each design is also associated with a different
methodology to compute wmax.

Due to the forms of the equations for computing the MSE and
the power usage, no analytical way of solving this optimization
problem could be proposed. Indeed, the problem is non convex,
and also the results of a layer affect the following layers
so it is not possible to compute them separately. With these
issues in mind, to solve problem (45) related to each design,
we propose to use a heuristic optimizing search, based on a
genetic algorithm [43]. Genetic algorithm have the advantages
of more easily avoiding local optima and they can be used
with a fitness function of any form.

Algorithm 2 describes the genetic optimization process used.
In a first step, we initialize the starting population composed

Algorithm 2 Optimizing for gu

Input: gu
(init), σ(init), Npop, ν

Output: gu
∗

ξ ∼ N (0, σ(init)) ▷ Sample Gaussian noise
gu

pop ← gu
(init) +ξ ▷ Initialisation of population

for i ∈ {1, 2, ..., Ngen} do
for each gu ∈ gu

pop do
(MSE[gu], Ptot[gu])← Φ(gu) ▷ Evaluate solution

end for
gu

pop ← Selection(gupop, MSE, Ptot)
gu

pop ← Reproduction(gupop)
end for
gu

∗ ← argmingu Ptot[gu]
return gu

∗

of Npop gu vectors. To generate our initial population, we add
random gaussian noise to our initial best gu estimation noted
gu

(init). Then, at each iteration until we reach the maximum
number of generations desired Ngen, using our implementation
of the theoretical framework, which we refer to as the operator
Φ(gu), we compute the MSE and power usage of each gu in
the population. We keep track of the MSE and power values
achieved by each configuration gu as dictionaries MSE and
Ptot. The gu parameters that allows to have the least power
usage while either satisfying the MSE constraint ν or being the
closest to the constraint if no gu can satisfy it are then selected
using a tournament selection process [44]. A new population
for the next generation is then created during the “reproduction”
step. In this step, the selected individuals are recombined and
have random perturbations added to promote the evolution of
better solutions over time. The gu with the lowest power usage
in the final generation is considered the best solution gu

∗ to
our optimization problem.

Note that depending on the considered design for gu, the
number of parameters to optimize may vary, which directly
influences the number of iterations of the genetic algorithm
required to converge toward a good solution. To reduce the
optimization time, we use the solution found in the case of a
scalar gu to initialize the optimization problem in the case of a
layer-wise gu. Similarly, we use the solution of the layer-wise
gu to initialize the optimization of the column-wise gu.

VI. EXPERIMENTAL RESULTS

This section presents numerical results comparing our
theoretical analysis to Monte-Carlo simulations for several
types of DNNs. It also provides optimization results for the
three considered designs. In addition, it provides a study of
the time efficiency of our implementation of the theoretical
framework described in this paper.

A. Experimental setups

To assess the accuracy of our theoretical analysis and to
evaluate our optimization process, we used two different neural
networks trained on different tasks: we trained a small DNN
on a regression problem, and a larger DNN on a classification
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Fig. 3: Architecture of the classification network used in our
experiments.

problem. Our goal is to showcase the ability of our analytical
framework to efficiently scale to larger DNNs while still
maintaining its accuracy.

For the regression problem, we used the naval dataset [45]
of 11,934 datapoints made of 16 input features of a simulated
naval vessel with the task to predict the decay coefficients
of its gas turbine. We trained on this dataset a simple feed-
forward network with a hidden layer of 50 neurons and a
ReLU activation function for 200 epochs using the Adam
optimizer [46] with a learning rate of 0.01. For the classification
problem, we trained a convolutional neural network on the
CIFAR-10 dataset [34]. The DNN architecture is presented in
Figure 3 and consists of five blocks of convolutional layers with
a kernel size of 3, a unit stride, and a varying number of filters:
16, 32, 64, 128, and 256 filters were considered. An average
pooling layer follows each convolution block and the final
part of the network is made of a classifier module composed
of two fully-connected layers. We use the ReLU activation
function, and dropout is applied after each average pooling
during training. The network was trained for 200 epochs using
stochastic gradient descent (SGD) with a momentum of 0.9, a
weight decay of 5× 10−4, and an initial learning rate of 0.1
(reduced by a factor of 10 every 50 epochs).

In the following, we refer to a reliable DNN as a DNN
implemented on a standard noiseless digital system, without any
error on the computations and without the need for any weight
scaling, contrary to the memristor-based DNN. Inference on
the memristor-based DNN is simulated based on experimental
memristor models [25], [26] as described in Section II. This
signifies that for each Monte-Carlo simulation, a new realization
of random noise following a normal distribution is computed
and applied to the simulated memristor crossbars which are
converted from the weights as detailed in Section II-B and
that the DNN computations are then simulated as described in
Section II-C.

B. Accuracy of the MSE estimation

1) Regression problem: Figure 4(a) shows the MSE between
the output of the network implemented using memristors and

the output of the same network implemented on a reliable
system. The MSE is shown as a function of the conductance
noise variance σ, while each curve corresponds to different
values of gu. The results were computed using the theoretical
analysis as well as using Monte-Carlo simulations. Similarly,
Figure 4(b) shows the MSE between the memristor network
and the ground truth of the data, which is a standard method for
measuring the performance of a neural network for a regression
problem. In both cases, we observe that the simulations and
the analytical solution match almost perfectly. Moreover, we
see that as the variance of the memristor noise decreases, the
MSE also decreases and converges toward the minimum MSE
achievable with a reliable network. This confirms this intuition
that as gu increases, the network is able to tolerate a higher
level of noise for the same performance.

2) Classification problem: We next studied if the analytical
formulas match the simulations for the considered classification
DNN. Figure 5 shows the MSE between the output of the
memristor network and a reliable network as a function of the
noise variance σ. We plot the results for two implementations,
one using the unfolded convolution mapping (UR), and one
using the unrolled convolution mapping (UL). In all cases,
gu is chosen such that the scaling factor λ equals 1. We
observe that the simulation almost completely matches with
the theoretical results. On the right y-axis, we also show the
accuracy of the noisy classification CNN depending on σ. We
observe the ability of the network to tolerate some error in its
computation in the low-noise regime while still maintaining
its original accuracy. As mentioned in Section II-C2, with
the UR convolution the amount of noise on the computation
is lower than with the UL convolution when considering
the same memristor noise variance σ. Hence, the MSE is
lower for the UR convolution, which transposes to a better
capacity for maintaining a high accuracy. Note that the link
between MSE and classification accuracy is discussed further
in Section VI-D2.

C. Run time comparison with Monte-Carlo simulations

Among other features, the theoretical analysis presented
in Section III allows for evaluating the MSE of an unreliable
network faster than using Monte-Carlo simulations. To quantify
the execution time reduction compared to Monte-Carlo simula-
tions, we first estimate the number of Monte-Carlo iterations
needed using the following equation [47]:

n =

[
zα/2s

px

]2
. (46)

In this expression, zα/2 is a parameter related to the desired
confidence interval, and it can be retrieved from tables of
the cumulative distribution function for a normally distributed
random variable [47], p is the percentage by which we allow
the result to differ from the true value, and s and x are the
sample standard deviation and sample mean, respectively. The
values of s and x may be computed using the Monte-Carlo
simulations through a substantial number of iterations to grasp
an accurate estimate. Equation (46) allows us to compute the
minimum number of iterations needed to compute an MSE
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Fig. 4: Theoretical and Monte-Carlo computations of the MSE depending on the noise variance σ for different values of gu.
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Fig. 5: MSE and accuracy comparison between the noisy and
original DNNs for a classification problem depending on σ for
the Unrolled-Linear convolution mapping (UL conv) and the
Unfold-Repeat convolution mapping (UR conv).

which will fall within a specific interval from the true value
for a certain confidence level. For example, using zα/2 = 1.96
and p = 0.01 translates to a 95% confidence that the computed
MSE will not be above or below a 1% difference from the
true MSE.

Figure 6 shows a comparison between the run time needed
for computing the MSE of an input from the theoretical
analysis and from Monte-Carlo simulations on the classification
network. The run time is measured for both types of convolution
mappings. For the simulations, we measure the Monte-Carlo
run time for two possible confidence intervals (which directly
influence the number of Monte-Carlo iterations) and two
σ values. The computations were done using one A100
Nvidia GPU and an AMD Milan 7413 CPU. The run time
measurements for each data point were repeated 10 times and
the results were then averaged. We observe that, for the unfold-
repeat convolution mapping, the theoretical analysis is between
26 to 290 times faster than the Monte-Carlo simulations. The
same trend is observed for the unrolled-linear mapping, where
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Fig. 6: Run time comparison between the theoretical analysis
implementation and Monte-Carlo simulations.

the acceleration factor is between 243 to 1982 depending on
the desired confidence interval.

D. Optimization

1) Regression problem: We investigate the three designs
introduced in Section V. In each case, we want to minimize the
power usage under a specified constraint of the MSE between
the output and the ground truth. The optimization is done using
a genetic algorithm [43] with a population of size 100, a batch
of 128 samples, and noise variance σ2 = 0.01. The results are
presented in Figure 7. We observe that layer-wise optimization
achieves the same performance as the scalar case for less
power usage. However, going from the layer-wise design to
the column-wise does not seem to yield very significant gains
in power consumption.

2) Classification problem: For our classification network,
we first investigate if minimizing the MSE of the network is a
good proxy for maximizing accuracy. To this end, we randomly
generated different sets of gu in the columns-wise case and,
for each set, we compute both the MSE and accuracy. Each
gu set is represented by a point in Figure 8. We observe a
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different sets of random gu.

general trend where as the maximum of the MSE decreases, the
accuracy of the network increases. This suggests that reducing
the MSE of the network is a good way to also improve its
accuracy.

We now try to solve the optimization problem for our
classification network. As in the regression problem, we select
a subset of the CIFAR-10 data set of 100 samples (10 of
each class) and use the genetic algorithm to find the best gu
that minimizes the power usage for a given MSE constraint.
Once the algorithm has converged to a solution for gu, we
use it to compute the accuracy of the network and its mean
power usage over the whole test set. The results using different
MSE constraints for the scalar design and the layer-wise
design are presented in Figure 9. Just like for the regression
network, preliminary results showed no differences between
the layer-wise design and column-wise design. Due to the
high computational cost of optimizing for the column-wise
design in the case of a larger network, the data points for all
different MSE constraints were not evaluated. As a result, the
column-wise design is not depicted in the figure. We observe
that having more degrees of freedom for the optimization by
using the layer-wise design for gu permits to achieve lower
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Fig. 9: Accuracy after minimizing the MSE for different cases
of optimization and MSE constraints for the classification
network.

power usage for the same network performance. For instance,
there is a 6% difference in power usage between the layer-wise
and single gu case when achieving an accuracy of 90%.

VII. CONCLUSION

In this work, we studied the mechanisms of error propagation
in a memristor-based DNN using probabilistic analysis. This led
us to a theoretical framework capable of accurately estimating
the MSE of a high-performing, noisy network comprising a
variety of layer types. We observed that such MSE estimation is
significantly faster to obtain than with a Monte-Carlo analysis.
We further proposed two mappings for convolutional layers to
memristor crossbars and compared their impact on the error.
The accuracy of the method was validated on multiple tasks
and networks and its speed was demonstrated for different
confidence intervals on the MSE estimate as well as well as
several levels of noise. We have also shown how to use this
approach to optimize the memristor hardware parameters with
varying degrees of freedom, achieving significant power gains
in both the regression and classification tasks.

The proposed framework is versatile and it can easily be
adapted to other types of layers or error models. Albeit fast,
the efficiency of our theoretical analysis implementation could
still be improved by promoting better memory management
and implementing dedicated software kernels, paving the way
for applying it to larger networks and tasks.
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