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A B S T R A C T

The extraction of abdominal structures using deep learning has recently experienced a widespread interest
in medical image analysis. Automatic abdominal organ and vessel segmentation is highly desirable to guide
clinicians in computer-assisted diagnosis, therapy, or surgical planning. Despite a good ability to extract large
organs, the capacity of U-Net inspired architectures to automatically delineate smaller structures remains a
major issue, especially given the increase in receptive field size as we go deeper into the network. To deal with
various abdominal structure sizes while exploiting efficient geometric constraints, we present a novel approach
that integrates into deep segmentation shape priors from a semi-overcomplete convolutional auto-encoder (S-
OCAE) embedding. Compared to standard convolutional auto-encoders (CAE), it exploits an over-complete
branch that projects data onto higher dimensions to better characterize anatomical structures with a small
spatial extent. Experiments on abdominal organs and vessel delineation performed on various publicly available
datasets highlight the effectiveness of our method compared to state-of-the-art, including U-Net trained without
and with shape priors from a traditional CAE. Exploiting a semi-overcomplete convolutional auto-encoder
embedding as shape priors improves the ability of deep segmentation models to provide realistic and accurate
abdominal structure contours.
1. Introduction

Abdominal organ modeling from computed tomography (CT) or
magnetic resonance (MR) imaging is of vital importance in computer-
aided diagnosis (CAD), image guidance, surgery, or treatment planning
purposes. However, semantic segmentation from abdominal images is
a complex task owing to low contrast between target and surround-
ing soft tissues, morphological complexity of the abdominal anatomy
(Fig. 1), target sparsity, and low signal-to-noise ratio (Boas and Fleis-
chmann, 2012). Performing manual segmentation by clinicians is re-
liable but time-consuming, laborious, and prone to strong intra- and
inter-expert labeling inconsistencies (Nelms et al., 2012). This ex-
plains the high interest towards robust fully-automated segmentation
approaches.

Over the past few years, deep learning (DL) has reached many clin-
ical applications (Litjens et al., 2017; Chen et al., 2022). This strongly
impacted various medical image analysis tasks, including semantic
segmentation, with remarkable performance (Conze et al., 2023). In

∗ Corresponding author at: IMT Atlantique, Brest, 29200, France.
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particular, the U-Net convolutional architecture (Ronneberger et al.,
2015) has gained tremendous popularity, with an excellent ability to
extract large abdominal structures (e.g., liver) (Conze et al., 2021;
Kavur et al., 2021). However, the capacity of U-Net inspired networks
to segment smaller organs (e.g., kidneys, spleen, pancreas) or blood
vessels remains challenging (Tekchandani et al., 2022a,b). Known as
an ill-posed task, the solution remains highly undetermined or ill-
conditioned. To alleviate this, dealing with additional priors formulated
in a regularization fashion can restrict the space of feasible solutions to
finally obtain more accurate and plausible delineation results.

Anatomical consistency can play an influential role in downstream
segmentation applications. Since abdominal structures may vary in
appearance, shape, topology, and spatial extent, incorporating prior
knowledge into DL-based segmentation models is key (Nosrati and
Hamarneh, 2016). Several works have thus exploited anatomical
constraints such as topology specifications (Keshwani et al., 2020),
edge polarity (Chen et al., 2017), or adjacency rules between
vailable online 9 February 2024
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Fig. 1. Abdominal organ (liver, kidneys, spleen and pancreas) and (hepatic) blood vessel segmentation from CT scans with overlapping ground truth delineations, in blue and red
respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
regions (Ganaye et al., 2019). Nevertheless, integrating shape con-
straints (Bohlender et al., 2021) remains one of the most commonly
used and comprehensive strategies towards anatomically meaningful
predictions. In this direction, conditional random fields (CRF) (Lafferty
et al., 2001) were employed (Dou et al., 2016; Christ et al., 2016; Gao
et al., 2016) as a post-processing step to incorporate high-level features
over surrounding regions with the aim of refining segmentation masks
forwarded by a convolutional neural network (CNN). In more recent
works, promising performance was achieved by incorporating shape
priors embedded at the loss function level, additionally to standard
criteria such as cross-entropy or Dice. Thus, in cardiac image analysis,
Oktay et al. proposed to add a penalty term to the global loss function
dealing with the Euclidean distance between the projection of both
predicted and ground truth segmentation masks in a convolutional
auto-encoder (CAE) latent space (Oktay et al., 2017). This aimed at
guiding the segmentation model to follow the global anatomy of the
target. A similar approach was developed in Ravishankar et al. (2017)
along with a cascade of segmentation U-Net models (Ronneberger
et al., 2015) and a shape regularization network consisting of a
denoising convolutional auto-encoder ensuring the projection of an
arbitrary prediction onto a valid shape manifold. In an unsupervised
learning context, a general and rapid approach for biomedical image
segmentation suggested integrating rich probabilistic anatomical priors
into a generative segmentation model towards brain cortical and sub-
cortical tissue delineation from unpaired MR scans (Dalca et al., 2018).
To go further, shape priors and adversarial learning were combined as
regularizers to encourage the network to provide more realistic shapes
for bone segmentation in MR modality (Boutillon et al., 2020, 2021,
2022). However, both segmentation and CAE models cannot fully deal
with small structures, given the increase in receptive field size as we
go deeper into the networks.

In the meantime, several approaches have recently focused on the
exploration of more sophisticated deep architectures than the standard
U-Net (Ronneberger et al., 2015) via multi-pathways (Kitrungrotsakul
et al., 2019), residual connections (Yu et al., 2019; Oda et al., 2019), or
overcomplete representations (Valanarasu et al., 2020). Overcomplete
architectures (Valanarasu et al., 2020; Valanarasu and Patel, 2021)
have appeared with the goal of projecting data onto higher dimensions
in order to constrain the receptive field to be small and therefore
improve the capacity of capturing finer low-level features details. The
flexibility of overcomplete architectures to encode better anatomical
structure shapes appears highly interesting for abdominal organ and
vascular tree (Fig. 1) modeling purposes.

Following these directions, our contributions towards more efficient
abdominal image segmentation are two-fold. First, our study evaluates
the added value of standard CAE-based shape priors on various ab-
dominal structures. Second, we propose to integrate into an end-to-end
image segmentation framework a new semi-overcomplete convolu-
tional auto-encoder (S-OCAE) with a multi-path encoder leveraging
both meaningful, compact, and non-linear under and overcomplete
shape representations. As an extension of preliminary results shown
in Sadikine et al. (2022), the proposed fully automated method is
evaluated and compared to state-of-the-art on abdominal organs and
vessels using various publicly-available abdominal imaging datasets,
covering both CT and MR modalities.
2

2. Proposed method

The central idea of our proposal is to improve the capability of a DL-
based segmentation model to delineate abdominal structures (organs
and vascular trees) by exploiting shape priors arising from a semi-
overcomplete CAE, thus benefiting from more robust non-linear shape
representations than those resulting from a standard CAE. Before reach-
ing this, we gradually introduce all essential elements and concepts
leading to the proposed segmentation pipeline (Fig. 2). Let us denote
𝒙 as a discrete greyscale image and 𝒚 as its corresponding ground
truth segmentation mask. Supervised segmentation with DL consists of
approximating a mapping function 𝜙 ∶ 𝒙 → 𝜙(𝒙) = 𝒚̂ from 𝑞 training
samples  = {(𝒙𝑖, 𝒚𝑖)}𝑖<𝑞 with trainable weights 𝜣𝜙 by optimizing a loss
function 𝓁𝜙(𝒚, 𝒚̂) through a stochastic optimizer (Kingma and Ba, 2014).
We define 𝜙 as a U-Net shaped segmentation model, a convolutional
encoder–decoder made of contracting and expansive paths with lateral
skip-connections (Ronneberger et al., 2015).

2.1. Regularization and priors

Regularization plays a key role in machine learning, particularly in
DL. A variety of techniques (Hanson and Pratt, 1988; Fan and Li, 2001;
Yang and Hospedales, 2016; Sajjadi et al., 2016; Hernández-García
and König, 2018) were developed to increase both the robustness
and generalizability of a learned DL model applied to unseen data.
Regularization methods are generally divided into several categories
depending on whether they focus on data, network architecture, or loss
function (i.e., by adding a regularization term). The regularization term
(𝜙) consists of adding some prior knowledge to the model 𝜙, and
its regularization effect is achieved by adding the scaled regularizer
𝜆(𝜙) to the loss function 𝐿 to ensure further consistency between
the prediction 𝜙(𝒙) and the target 𝒚. The analytical expression of the
resulting loss function is as follows:

(𝜙|) = E(𝒙,𝒚)∼𝑃 [𝐿(𝒚, 𝜙(𝒙)) + 𝜆(𝜙)] (1)

where 𝑃 is the joint probability distribution over data from  and 𝜆
the weighting term which controls the importance of the regularization
term (𝜙). However, in practice, the expected loss (Eq. (1)) cannot
be directly minimized to estimate the model parameters 𝜣̂𝜙 since the
exact underlying probability distribution 𝑃 is unknown which leads
to approximate it empirically under the iid assumption of finite data
samples  as:

̄(𝜙|) = 1
||

∑

(𝒙𝑖 ,𝒚𝑖)∈

[

𝐿(𝒚𝑖, 𝜙(𝒙𝑖)) + 𝜆(𝜙)
]

(2)

The optimal parameters 𝜣̂𝜙 are estimated through back-propagation
by minimizing Eq. (2):

𝜣̂𝜙 = argmin
𝜣𝜙

̄(𝜙|) (3)

Prior knowledge can be expressed via the regularization term (𝜙)
according to some meaningful information relying on features extracted
from 𝒚 and 𝒚̂ in order to capture more accurate information of the
underlying target, as outlined in the following.
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Fig. 2. Overview of the proposed pipeline. U-Net parameters are estimated by penalizing a segmentation loss 𝓁𝜙 as well as a regularization term 𝓁𝑠 dealing with the similarity
between projections of prediction and ground truth in a learned semi-overcomplete convolutional auto-encoder (S-OCAE) latent space.
2.2. Shape information

Commonly, segmentation networks 𝜙 are optimized by minimiz-
ing a loss function (e.g., cross-entropy), allowing to classify at the
pixel-wise level without taking into account all contextual information
regarding the object of the interest during back-propagation where
shape can be unpredictable. In this context, incorporating high-level
information constraints regarding the anatomy may overcome this
limitation by providing a broader view of the problem.

The shape is considered one of the relevant sources of information in
medical image analysis and plays a pivotal role among clinicians. Usu-
ally, shape representation for a given organ is carried out by an expert
(e.g, radiologist) relying on spatial coordinates and prior knowledge of
such anatomy and supplied as a ground truth segmentation mask. In a
binary scenario, the resulting mask 𝒚𝑖 is made of 0 (background) and 1
(target) as following:

𝒚𝑖(𝑢, 𝑣) =

{

1 if (𝑢, 𝑣) ∈ 
0 otherwise

(4)

where  is the spatial domain of the structure of interest. Reaching
shape descriptors from 𝒚𝑖 deals with encoding features characteriz-
ing the shape into a compact representation. In this context, deep
non-linear learned shape representations 𝒛 are a powerful tool.

2.3. Standard undercomplete shape priors

To deal with shape priors, one can exploit a compact representation
of the anatomy coming from ground truth segmentation masks using a
CAE (Oktay et al., 2017; Boutillon et al., 2022) consisting of an encoder
𝐸 (parameterized by 𝜣𝐸) and a decoder 𝐷. The encoder transforms a
ground truth segmentation mask 𝒚 through a cascade of convolutional,
batch normalization (BN), non-linearity (e.g., ReLU), and max-pooling
layers to a compressed representation 𝐸(𝒚;𝜣𝐸 ) = 𝒛 referred to as latent
code. Conversely, the decoder consists of decoding the information
from the latent code 𝒛 through a series of transposed convolutions,
BN and non-linearity to reconstruct the input 𝒚̃ = 𝐷(𝒛) = 𝐷◦𝐸(𝒚).
To train the CAE, we encourage it to accurately reconstruct the input
segmentation masks by optimizing:

𝓁𝐶𝐴𝐸 (𝒚, 𝒚̃) ∝
𝑞−1
∑

𝑖=0
‖𝒚𝑖 − 𝒚̃𝑖‖22 (5)

Let 𝐹 𝑙
𝐸 and 𝐹 𝑙′

𝐷 be symmetrical hidden layer outputs at depths 𝑙 and
𝑙′ from 𝐸 and 𝐷, defined respectively as 𝒚𝑙 = 𝐹 𝑙

𝐸 (𝒚) and 𝒛𝑙′ = 𝐹 𝑙′
𝐷 (𝒛),

with 𝐹 𝑙 = 𝐸𝑙◦⋯◦𝐸1 and 𝐹 𝑙′ = 𝐷𝑙′◦⋯◦𝐷1. The spatial dimension of 𝒚𝑙
3

𝐸 𝐷
and 𝒛𝑙′ is far below the dimensionality of the input. For this reason, the
CAE can be defined as an undercomplete auto-encoder. Furthermore,
the first few layers 𝐹 𝑙

𝐸 aim at capturing low-level features, and as 𝑙
increases (i.e., as we go deeper in the network), the encoder extracts
more high-level features and pays less attention to low-level ones due
to down-sampling operations, leading to larger receptive fields (RF).
Regarding where high-level and low-level features are located in 𝐸, the
relationship between RF size and the level of features is not fixed. It
can vary depending on the design of 𝐸 and the specific task it is being
used for. However, in general, it is common for high-level features to
be generated by layers with larger RF, while low-level features are
generated by layers with smaller RF. This is because larger RF enables
the layer to see a broader context and extract more abstract features,
while smaller RF allows the layer to focus on more specific and local
details.

Once the standard CAE has been trained, shape priors can be incor-
porated into the segmentation pipeline by adding to the segmentation
loss 𝐿 ∶= 𝓁𝜙 a shape regularization term (𝜙) ∶= 𝓁𝑠. A Euclidean
distance between both latent shape representations (Oktay et al., 2017)
is usually employed but other metrics can be exploited, such as:

𝓁𝑠(𝒚, 𝒚̂) ∝
∑

𝑦
(1 − cos(𝐸(𝒚;𝜣𝐸 ), 𝐸(𝒚̂;𝜣𝐸 ))) (6)

which measures the cosine distance between predicted outputs and
ground truth masks in low-dimensional space. The total loss function
is then expressed such that:

̄ = 𝓁𝜙(𝒚, 𝜙(𝒙;𝜣𝜙)) + 𝜆𝓁𝑠(𝒚, 𝜙(𝒙;𝜣𝜙)) (7)

where 𝜣𝜙 denotes all trainable parameters of 𝜙, 𝜆 ∈ [0,∞) is a
empirically set hyper-parameter. Incorporating 𝓁𝑠(.) into Eq. (7) con-
strains 𝜙(𝒙;𝜣𝜙) to capture more anatomical shape features from tar-
gets. This strengthens plausible shape delineations in predicted masks
and reduces false-positive detections.

2.4. Extension to semi-overcomplete shape priors

Compared to standard undercomplete CAE, an overcomplete CAE
can be obtained by replacing max-pooling by up-sampling layers and
vice-versa. In this scenario, intermediate layers 𝒚𝑙 and 𝒛𝑙′ are projected
to a higher dimensionality than the input. This gives to the model a
better flexibility to capture and encode low-level features since the RF
is constricted. On the other hand, in the spatial sense, the overcomplete
representation is too expensive to compute in memory. This limitation
led us to design a new architecture that can be easily integrated into

the segmentation pipeline (Fig. 2).
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Fig. 3. The proposed S-OCAE network whose multi-path encoder is made of undercomplete (𝐸𝑈 ) and overcomplete (𝐸𝑂) branches includes communication (CB), fusion (FB) and
residual blocks. The latent code 𝒛 results from the fusion of the last layers of 𝐸𝑈 (i.e., 𝐹 𝑙max

𝐸𝑈
) and 𝐸𝑂 (i.e., 𝐹 2

𝐸𝑂
) using FB to combine the compact representation features 𝐹 𝑙max

𝐸𝑈

ith 𝐹 2
𝐸𝑂

. Then, 𝒛 is decoded by the decoder (𝐷) to reconstruct the input mask.
In the same spirit of Valanarasu and Patel (2021), we propose to
xtend traditional CAE by exploiting a multi-path encoder composed
f an undercomplete branch 𝐸𝑈 and an overcomplete branch 𝐸𝑂. Since
n overcomplete encoder would be too expensive in terms of memory,
e proposed to design a semi-overcomplete branch that takes as input
idden layer 𝐹 𝑙

𝐸𝑈
of 𝐸𝑈 instead of the input image (Fig. 3). 𝐸𝑈 allows to

ggregate global information due to the expansion of RF in deeper 𝐹 𝑙
𝐸𝑈

ayers but is not able to accurately encode small or tiny structures. To
lleviate this issue, the branch 𝐸𝑂 made of two layers 𝐹 1

𝐸𝑂
and 𝐹 2

𝐸𝑂
is

dded at 𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

and 𝐹 𝑙𝑚𝑎𝑥
𝐸𝑈

layer levels to restrict the RF. For a concrete
xample, please refer to Fig. 4 which allows to highlight the high-level
etails brought by the overcomplete layer 𝐹 1

𝐸𝑂
compared to its under-

omplete counterpart layer 𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

. Therefore, the resulting multi-path
ncoder manages both under and over-complete representations.

A specific block named communication block (CB) was designed
o parallelly communicate residuals features between 𝐹 𝑙𝑚𝑎𝑥−1

𝐸𝑈
and 𝐹 1

𝐸𝑂
,

ith identity skip-connection, by adding to them residual features
𝑅𝐽 ]

↓ 1
𝑛 and [𝑅𝐽 ]↑𝑛 respectively (Fig. 3). This results in new feature maps

𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

and 𝐹 1
𝐸𝑂

to be forwarded in the network:

𝐶𝐵
𝛥
=

⎧

⎪

⎨

⎪

⎩

𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

= 𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

⊕ [𝑅𝐽 ]
↓
1
𝑛 s.t.𝑅0=𝐹 1

𝐸𝑂

𝐹 1
𝐸𝑂

= 𝐹 1
𝐸𝑂

⊕ [𝑅𝐽 ]↑𝑛 s.t.𝑅0=𝐹
𝑙𝑚𝑎𝑥−1
𝐸𝑈

(8)

here ⊕ is the element-wise addition, [⋅]↓
1
𝑛 and [⋅]↑𝑛 bilinear down-

sampling and up-sampling operations with factors 1
𝑛 and 𝑛. 𝑅𝐽 = 𝑅𝐽−1⊕

∑𝐽
𝑖=0  (𝑅𝑖,𝒘𝑖) is a forward recursion to compute a serie of 𝐽 full pre-

activation (i.e., BN and ReLU come before convolution layers) residual
units (He et al., 2016) where  is a residual function with trainable
parameters 𝒘𝑖 defined by a cascade of BN, ReLU, and convolution
layers.

To combine the outputs from undercomplete and overcomplete
encoding branches, respectively 𝐹 𝑙𝑚𝑎𝑥

𝐸𝑈
and 𝐹 2

𝐸𝑂
, a fusion block (FB)

was introduced at the bottleneck of the network (Fig. 3) to compute
a latent code 𝒛. FB projects 𝐹 2

𝐸𝑂
to a lower dimension through max-

pooling 𝑐
𝑠(⋅), with stride 𝑠=16 and pooling coefficient 𝑐=2, to enable

the concatenation with 𝐹 𝑙𝑚𝑎𝑥
𝐸𝑈

: 𝒛′ = 𝚌𝚘𝚗𝚌𝚊𝚝[𝐹 𝑙𝑚𝑎𝑥
𝐸𝑈

,𝑐
𝑠(𝐹

2
𝐸𝑂

)]. Then, a
1 × 1 convolution operation is applied to 𝒛′ with full pre-activation to

′′ 𝑙𝑚𝑎𝑥
4

get 𝒛 with the same number of feature maps as 𝐹𝐸𝑈
. 𝑅𝐽 is finally
applied (with 𝑅0 = 𝒛′′) to obtain the residual feature 𝒛′′′. Finally, full
post-activation was applied to 𝒛′′′ ⊕𝑐

𝑠(𝐹
2
𝐸𝑂

) to reach the final latent
code 𝒛, considered as an undercomplete non-linear representation of
the anatomical shape for a given input. In practice, CB and FB blocks
employed 𝐽 = 2 (Fig. 3), which was the optimal configuration during
the network design.

3. Experiments

3.1. Imaging datasets

The proposed approach has been evaluated by relying on six miscel-
laneous and challenging public datasets: MSD (Antonelli et al., 2022),
LiTS (Bilic et al., 2023), KiTS (Heller et al., 2021), CHAOS (Kavur et al.,
2021), 3D-IRCADb (Soler et al., 2010) and DRIVE (Staal et al., 2004).
Except for DRIVE, all these datasets were scanned from the abdomen
with resolution 512 × 512 for CT scans (MSD, LiTS, KiTS, CHAOS) and
256 × 256 for MR images (CHAOS). As pre-processing, we sub-sampled
all axial slices from CT scans by a factor of two. Diverse and numerous
segmentation tasks were addressed in our experiments:

• MSD1 (CT): liver (131 examinations), spleen (41), hepatic vessels
(303), and pancreas (281) segmentation tasks were investigated.
All volumes were acquired during the portal venous phase.

• LiTS2 (CT): liver (131 examinations) manual segmentation was
provided on data acquired from various clinical sites worldwide.

• KiTS193 (CT): 210 volumes with kidney ground truth contours
were used.

• CHAOS3 (CT/MR): contains 20 CT images acquired during portal
venous phase with healthy annotated liver (including 15% of
atypical liver shapes). 20 MR images from 2 different sequences
(T1DUALin and T2SPIR) were also given with delineations for
liver, left kidney, right kidney, and spleen.

1 http://medicaldecathlon.com/
2 https://competitions.codalab.org/competitions/17094
3 https://kits19.grand-challenge.org/home/
3
 https://chaos.grand-challenge.org/

http://medicaldecathlon.com/
https://competitions.codalab.org/competitions/17094
https://kits19.grand-challenge.org/home/
https://chaos.grand-challenge.org/
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Fig. 4. Heatmap visualization of feature maps derived from overcomplete (𝐹 1
𝐸𝑂

) and undercomplete (𝐹 𝑙𝑚𝑎𝑥−1
𝐸𝑈

) branches of S-OCAE with communication block (CB) extracted from
two different anatomies: hepatic portal vein from 3D-IRCADb (Soler et al., 2010) and left kidney from CHAOS (Kavur et al., 2021).
• 3D-IRCADb4 (CT): contains CT scans with ground truth hepatic
portal vein labels from 20 patients (10 women, 10 men) with liver
tumors in 75% of cases. We resized axial slices from the liver
bounding box in each CT scan.

• DRIVE5: retinal blood vessel dataset that contains 20 RGB images
(including signs of mild early diabetic retinopathy) with associ-
ated ground truth. Color fundus photographs were resized from
584 × 565 to 512 × 512 pixels.

3.2. Comparison methods

In this work, U-Net (Ronneberger et al., 2015) using VGG13 with
BN pre-trained on ImageNet as encoder (Conze et al., 2020, 2021) was
compared with KiU-Net (Valanarasu et al., 2020) (for some datasets
only due to the computational burden) which leverages overcom-
plete representation as well as the same U-Net architecture com-
plemented with shape priors from either a standard CAE encoder
(U-Net+CAE) (Oktay et al., 2017) or the proposed S-OCAE encoder
with and without CB. In addition, it is worth noting that the CAE
was implemented in a two-dimensional fashion, as for S-OCAE. This
approach was followed to address memory limitations due to the over-
complete branch as well as to ensure comparability. All auto-encoders
were trained from scratch. Then, their encoders were integrated into
the segmentation pipelines for the regularization term (Eq. (7)) during
training. We investigated the impact of the shape representation of
our S-OCAE encoder with the CAE encoder on the segmentation model

4 https://www.ircad.fr/research/data-sets/
5 https://drive.grand-challenge.org/
5

Table 1
Characteristics of CAE and S-OCAE without and with CB block encoders in terms of
number of parameters in million (M) and megabytes (MB).

Encoders #Params (M) Params size (MB)

CAE 0.1 0.38
S-OCAE (w/o CB) 0.8 2.92
S-OCAE (w CB) 1.1 4.05

to learn and capture a more plausible anatomical shape of a specific
target. Referring to Table 1, the S-OCAE encoder has a high demand in
terms of memory (2.92 and 4.05MB for S-OCAE without and without
CB respectively, compared to 0.38MB for standard CAE) owing to the
projection in higher dimensions at the level of layers constituting the
overcomplete branch. However, during inference, the segmentation
model operates without any involvement of the encoder.

3.3. Implementation details

In the first stage, S-OCAE was trained using mean squared error as
loss function (Eq. (5)), with Adam optimizer. The learning rate and
batch size were set to 0.001 (0.0005) and 4 (32) for DRIVE (other
datasets). The number of epochs for CHAOS, 3D-IRCADb, and DRIVE
was set respectively to 150, 100 and 100. 50 epochs were considered
for MSD, LiTS, and KiTS. In the second stage, the segmentation model
was trained by optimizing Eq. (7) with weighted binary cross-entropy
for 𝓁𝜙. The learning rate and batch size were set to 0.001 (0.0001) and
4 (16) for DRIVE (3D-IRCADb), and 0.0001 and 32 for all other datasets.
Optimal 𝜆 factors (Eq. (7)) were empirically set for each dataset (values
provided in Section 4). Data augmentation was applied during training

https://www.ircad.fr/research/data-sets/
https://drive.grand-challenge.org/
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for both networks: rotation, shearing, and translation with additional
flip, blurring and Gaussian noise for DRIVE. We used 5-fold cross-
validation to validate the results. All networks were implemented in
PyTorch.

3.4. Evaluation metrics

To evaluate the performance of our model (U-Net+S-OCAE) against
existing approaches (U-Net (Ronneberger et al., 2015), KiU-Net (Vala-
narasu et al., 2020) and U-Net+CAE (Oktay et al., 2017)), we compared
ground truth 𝐺𝑇 and prediction 𝑃 , defined respectively by the surface
𝑆𝐺𝑇 and 𝑆𝑃 , by means of the following metrics:

• Dice Similarity Coefficient:

𝐃𝐒𝐂(𝐺𝑇 , 𝑃 ) =
2|𝐺𝑇 ∩ 𝑃 |
|𝐺𝑇 | + |𝑃 |

• Absolute Volume Difference:

𝐀𝐕𝐃(𝐺𝑇 , 𝑃 ) =
‖𝐺𝑇 | − |𝑃‖

|𝐺𝑇 |

• Average Symmetric Surface Distance:

𝐀𝐒𝐒𝐃(𝐺𝑇 , 𝑃 ) = 1
|𝑆𝐺𝑇 | + |𝑆𝑃 |

(
∑

𝑠∈𝑆𝐺𝑇

𝑑(𝑠, 𝑆𝑃 ) +
∑

𝑠∈𝑆𝑃

𝑑(𝑠, 𝑆𝐺𝑇 ))

where 𝑑(𝑠, 𝑆𝑘) = min𝑠𝑘∈𝑆𝑘
‖𝑠 − 𝑠𝑘‖ 𝑎𝑛𝑑 ‖ ⋅ ‖ is the Euclidean

distance.
• Hausdorff Distance:

𝐇𝐃(𝐺𝑇 , 𝑃 ) = max(ℎ(𝐺𝑇 , 𝑃 ), ℎ(𝑃 ,𝐺𝑇 ))

where ℎ(𝐴,𝐵) = max𝑎∈𝐴 min𝑏∈𝐵 ‖𝑎 − 𝑏‖.

The predicted 2D images were stacked to convert them into the
3D domain. All evaluation metrics were therefore computed using 3D
volumes.

4. Results and discussion

This section reports the results obtained for abdominal organ (Sec-
tion 4.1) and vessel (Section 4.2) segmentation. Standard and over-
complete architectures are compared through frequency analysis in
Section 4.3. Section 4.4 provides an overall discussion regarding the
integration of shape priors in DL-based segmentation pipelines, with a
focus on abdominal imaging.

4.1. Abdominal organ segmentation

Abdominal organ segmentation results from CT and MR images are
reported in Table 2 and 3, respectively. We focus on the automated
delineation of liver from MSD (Antonelli et al., 2022), CHAOS (Kavur
et al., 2021) and LiTS (Bilic et al., 2023) datasets, spleen and pancreas
from MSD (Antonelli et al., 2022) as well as kidneys from the KiTS
dataset (Heller et al., 2021). For computational reasons, comparisons
with KiU-Net (Valanarasu et al., 2020) are employed for some organs
only (Table 3). Fig. 5 provides a summary of qualitative results from
the different targetted organs for visualization purposes.

Results in Table 2 show that our U-Net+S-OCAE model without
(resp. with) CB performed well on CT datasets, achieving average
DSC scores of 92.73% (resp. 92.51%) and outperforming both U-Net
and U-Net+CAE. Furthermore, the proposed method without (resp.
with) CB achieved the highest DSC score for liver segmentation with
95.80% (resp. 95.75%) on MSD, 97.20% (resp. 97.24%) on CHAOS
and 95.90% (resp. 95.82%) on LiTS. The proposed approach without
CB also obtained the highest DSC score for pancreas segmentation on
MSD, with 76.53%. U-Net+S-OCAE with CB performed best for spleen
segmentation on MSD with a DSC of 95.11% (+2% with respect to U-
6

Net (Ronneberger et al., 2015)). Regarding AVD, the proposed model
without (resp. with) CB had the lowest average score of 0.08 mm3 (resp.
0.09 mm3). Moreover, in terms of ASSD, the proposed model without CB
got the lowest score with an average of 1.23 mm, while U-Net+S-OCAE
with CB is the closest, with an average score of 1.27 mm. When focusing
on the HD metric, it appears that the proposed model without CB
achieved the lowest score with an average of 24.70 mm, while the same
approach with CB is the closest, with an average of 24.73 mm. U-Net
nd U-Net+CAE (Oktay et al., 2017) were less efficient with HD about

25.8 mm and 43.7 mm, respectively. Overall, the proposed U-Net+S-
OCAE model, without or with CB, performed well on the abdominal
organ segmentation task from CT scans, achieving high scores across
multiple metrics on multiple datasets. The models without/with CB
revealed their effectiveness in liver, pancreas, and spleen segmentation.
The proposed model without CB has the lowest scores in AVD, ASSD,
and HD, suggesting that it provides more accurate delineations in terms
of distance and volumetry with respect to ground truth delineations
compared to U-Net and U-Net+CAE.

Regarding MR scans and as proven by the average metric val-
ues provided in Table 3, the proposed model, without and with CB,
performed well across all abdominal organs on both T1DUALin and
T2SPIR images. The proposed model with CB achieved on average
(i.e., among the targeted organs) higher DSC scores than other models.
In T2SPIR modality, our model with CB achieved the highest DSC score
for the liver (90.67%) whereas its version without CB achieved a DSC
score of 93.76% for liver segmentation in T1DUALin, outperforming
U-Net+CAE (93.5%), U-Net (92.25%) and KiU-Net (90.77%). The pro-
posed model (w/ CB) also achieved high DSC scores for left and right
kidney segmentation, with scores of 88.05% and 90.07% in T1DUALin,
91.03% and 91.21% in T2SPIR. Results for AVD show that U-Net+S-
OCAE with CB achieved the lowest scores for almost all organs: 0.04,
0.14, 0.12, and 0.17 mm3 in T1DUALin for liver, left kidney, right kid-
ney, and spleen respectively. The average AVD score across all organs
was 0.11 mm3, similarly to U-Net+CAE. The U-Net model performed
relatively poorly, with an average AVD score of 0.16 mm3. In terms of
ASSD, the proposed U-Net+S-OCAE with CB achieved the best average
ASSD (1.47 mm) against U-Net+CAE (1.59 mm) and U-Net (2.42 mm).
Moreover, U-Net+S-OCAE without CB got an average HD of 22.79 mm
which is lower than the HD obtained by U-Net (42.93 mm) and U-
Net+CAE (28.50 mm). It is worth noting that KiU-Net performed worse
in all organs and metrics in T1DUALin modality. Finally, concerning
the communication block (CB), our results indicate that its integration
into the S-OCAE architecture improves performance. This suggests that
the CB plays an important role in the communication between both
undercomplete and overcomplete pathways layers by leading to better
feature aggregation. Qualitative results (Fig. 5) reveal that U-Net+S-
OCAE globally reached better contour adherence and shape consistency
than U-Net and U-Net+CAE. The ability of U-Net+S-OCAE to mimic
expert annotations is all the more visible for the pancreas and kidneys,
especially when CB is employed.

4.2. Abdominal vessel segmentation

Quantitative results ( Table 4) indicate that adding shape priors
to U-Net significantly improves delineation results in all assessment
metrics despite the complex multi-scale geometry with decreasing di-
ameters and contrast along tree-like networks, which is related to the
intrinsic nature of blood vessels. Moreover, whatever the dataset, the
proposed method outperforms U-Net+CAE in DSC, AVD, ASSD, and
HD except for 3D-IRCADb where U-Net+CAE reaches a slightly better
DSC. The main improvement from U-Net+CAE to U-Net+S-OCAE with
CB block is observed at the level of the HD metric, which undergoes a
rise of 3.08% for DRIVE and 4.03% for 3D-IRCADb. The attenuation of
the largest segmentation errors suggests that vessel contours provided
by U-Net+S-OCAE are more suitable with respect to clinical require-
ments. Qualitative illustrations provided in Fig. 6 further support these
findings and highlight the ability of U-Net+S-OCAE to disintegrate
thin vessels rather than erroneously agglomerate them. Better contour
adherence can also be noticed when using our approach with CB,

regardless of vessel size.
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Fig. 5. Qualitative results of abdominal organ segmentation from CT and MR T1DUALin scans. The first to last columns correspond to the liver (CHAOS (Kavur et al., 2021)),
spleen, pancreas (MSD (Antonelli et al., 2022)), kidneys (KiTS (Heller et al., 2021)), and right kidney (CHAOS). Ground truth and predicted contours are respectively in green and
blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Hepatic portal veins segmentation results (3D-IRCADb (Soler et al., 2010)). Ground truth and predicted contours are respectively in green and blue. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 2
Abdominal organ segmentation from CT scans using U-Net (Ronneberger et al., 2015), U-Net+CAE (Oktay et al., 2017) and the proposed U-Net+S-OCAE without (w/o) and with
(w/) communication block (CB). Experiments focus on liver, spleen and pancreas from MSD (Antonelli et al., 2022), liver from CHAOS (Kavur et al., 2021) and LiTS (Bilic et al.,
2023), kidney from KiTS (Heller et al., 2021). Best results in bold, second best results underlined.

Metrics Models MSD (Antonelli et al., 2022) CHAOS
(Kavur et al.,
2021)

LiTS (Bilic
et al.,
2023)

KiTS (Heller
et al., 2021)

avg

liver
(𝜆 = 40)

spleen
(𝜆 = 40)

pancreas
(𝜆 = 10)

liver
(𝜆 = 10)

liver
(𝜆 = 40)

kidney
(𝜆 = 50)

DSC↑
score (%)

U-Net (Ronneberger et al., 2015) 94.99 ± 0.74 93.11 ± 1.21 73.59 ± 4.84 96.96 ± 0.21 95.03±0.57 95.02 ± 0.65 91.45
U-Net+CAE (Oktay et al., 2017) 95.68 ± 0.60 94.77 ± 0.56 75.00 ± 3.45 97.16 ± 0.26 95.77±0.64 95.54 ± 0.58 92.32
Ours (w/o CB) 95.8095.8095.80 ± 0.63 94.99 ± 0.73 76.5376.5376.53 ± 2.55 97.20 ± 0.33 95.9095.9095.90±0.55 95.9795.9795.97 ± 0.52 92.7392.7392.73
Ours (w/ CB) 95.75 ± 0.63 95.1195.1195.11 ± 0.24 75.42 ± 3.79 97.2497.2497.24 ± 0.26 95.82±0.51 95.72 ± 0.46 92.51

AVD↓
dist. (mm3)

U-Net (Ronneberger et al., 2015) 0.07 ± 0.01 0.13 ± 0.03 0.48 ± 0.24 0.03 ± 0.01 0.07 ± 0.02 0.07 ± 0.02 0.14
U-Net+CAE (Oktay et al., 2017) 0.040.040.04 ± 0.01 0.05 ± 0.02 0.36 ± 0.18 0.020.020.02 ± 0.01 0.04 ± 0.01 0.04 ± 0.01 0.09
Ours (w/o CB) 0.040.040.04 ± 0.01 0.06 ± 0.02 0.300.300.30 ± 0.10 0.020.020.02 ± 0.01 0.030.030.03 ± 0.01 0.030.030.03 ± 0.01 0.080.080.08
Ours (w/ CB) 0.04 ± 0.02 0.050.050.05 ± 0.01 0.36 ± 0.20 0.020.020.02 ± 0.01 0.04 ± 0.01 0.04 ± 0.01 0.09

ASSD↓
dist. (mm)

U-Net (Ronneberger et al., 2015) 2.01 ± 0.48 1.09 ± 0.46 2.94 ± 0.64 0.96 ± 0.18 1.98 ± 0.51 0.95 ± 0.33 1.66
U-Net+CAE (Oktay et al., 2017) 1.50 ± 0.34 0.62 ± 0.12 2.67 ± 0.47 0.86 ± 0.13 1.41 ± 0.26 0.88 ± 0.22 1.32
Ours (w/o CB) 1.391.391.39 ± 0.24 0.53 ± 0.10 2.452.452.45 ± 0.47 0.790.790.79 ± 0.13 1.44 ± 0.31 0.800.800.80 ± 0.23 1.231.231.23
Ours (w/ CB) 1.40 ± 0.22 0.510.510.51 ± 0.07 2.58 ± 0.50 0.80 ± 0.09 1.411.411.41 ± 0.25 0.90 ± 0.20 1.27

HD↓
dist. (mm)

U-Net (Ronneberger et al., 2015) 59.89 ± 15.5 32.93 ± 23.2 30.92 ± 4.18 45.21 ± 19.8 60.59±15.1 32.82 ± 7.47 43.73
U-Net+CAE (Oktay et al., 2017) 33.70 ± 7.43 11.69 ± 4.84 23.06 ± 2.61 26.65 ± 5.95 35.81±6.02 23.74 ± 2.48 25.78
Ours (w/o CB) 34.83 ± 5.42 10.82 ± 4.36 22.5122.5122.51 ± 2.25 23.7223.7223.72 ± 5.77 34.39±5.55 21.92 ± 2.02 24.7024.7024.70
Ours (w/ CB) 32.3632.3632.36 ± 5.21 9.259.259.25 ± 2.42 22.82 ± 1.93 29.43 ± 6.75 34.1034.1034.10±6.28 20.4020.4020.40 ± 2.49 24.73
Fig. 7. Normalized RAPSD expressed in decibels (dB) for different organs at shape representation (latent code) level from CAE, S-OCAE with and without CB. The resulting
ormalized RAPSD data points at each radial frequency (𝑓𝑟) are compressed by standard deviation error bars, symmetrically around the mean estimate, fitted to linear model p̂
ith r its Pearson correlation coefficient. (a), (b) and (c) summarize the results from liver shape latent code in CT from CHAOS (Kavur et al., 2021). The second row (d), (e), and

f) deals with the left kidney in MR from CHAOS. The last row (g), (h), and (i) focuses on the liver portal veins from 3D-IRCADb (Soler et al., 2010).
8
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Table 3
Abdominal organ segmentation on MR T1DUALin and T2SPIR images from the CHAOS dataset (Kavur et al., 2021) using U-Net (Ronneberger et al., 2015), U-Net+CAE (Oktay
et al., 2017) and the proposed U-Net+S-OCAE without (w/o) and with (w/) communication block (CB). Experiments focus on the liver, left kidney, right kidney and spleen. The
best results are in bold, second best results are underlined.

Metrics Models CHAOS (Kavur et al., 2021) avg

T1DUALin T2SPIR

liver
(𝜆 = 50)

l. kidney
(𝜆 = 40)

r. kidney
(𝜆 = 10)

spleen
(𝜆 = 60)

liver
(𝜆 = 20)

l. kidney
(𝜆 = 20)

r. kidney
(𝜆 = 60)

spleen
(𝜆 = 50)

DSC↑
score (%)

U-Net
(Ronneberger
et al., 2015)

92.25 ± 2.07 87.30 ± 1.83 86.95 ± 2.64 83.81±1.97 90.61 ± 5.87 90.10 ± 1.44 91.34 ± 1.16 84.05 ± 10.1 88.30

KiU-Net
(Valanarasu
et al., 2020)

90.77 ± 4.62 81.43 ± 8.68 82.53 ± 8.93 78.80±9.60 − − − − −

U-Net+CAE
(Oktay et al.,
2017)

93.50 ± 1.31 87.95 ± 2.52 89.07 ± 3.01 85.71±3.95 89.87 ± 8.43 90.75 ± 0.57 91.10 ± 2.96 86.77 ± 9.00 89.34

Ours (w/o CB) 𝟗𝟑.𝟕𝟔 ± 0.88 87.18 ± 2.90 88.42 ± 3.76 86.30±2.79 89.58 ± 8.63 90.12 ± 1.28 91.5991.5991.59 ± 2.70 87.1487.1487.14 ± 8.74 89.26
Ours (w/ CB) 93.49 ± 0.95 88.0588.0588.05 ± 2.94 90.0790.0790.07 ± 1.70 86.4486.4486.44±1.60 90.6790.6790.67 ± 6.62 91.0391.0391.03 ± 0.99 91.21 ± 2.68 86.80 ± 9.13 89.7289.7289.72

AVD↓
dist. (mm3)

U-Net
(Ronneberger
et al., 2015)

0.09 ± 0.04 0.18 ± 0.07 0.15 ± 0.06 0.28 ± 0.05 0.10 ± 0.07 0.13 ± 0.02 0.12 ± 0.03 0.24 ± 0.13 0.16

KiU-Net
(Valanarasu
et al., 2020)

0.11 ± 0.11 0.22 ± 0.11 0.20 ± 0.10 0.29 ± 0.09 − − − − −

U-Net+CAE
(Oktay et al.,
2017)

0.04 ± 0.02 0.14 ± 0.05 0.090.090.09 ± 0.03 0.19 ± 0.08 0.08 ± 0.09 0.10 ± 0.02 0.09 ± 0.03 0.16 ± 0.09 0.110.110.11

Ours (w/o CB) 0.04 ± 0.02 0.16 ± 0.06 0.12 ± 0.06 0.17 ± 0.05 0.09 ± 0.09 0.10 ± 0.02 0.080.080.08 ± 0.04 0.140.140.14 ± 0.09 0.110.110.11
Ours (w/ CB) 𝟎.𝟎𝟒 ± 0.01 0.140.140.14 ± 0.03 0.12 ± 0.04 0.170.170.17 ± 0.04 0.080.080.08 ± 0.08 0.090.090.09 ± 0.04 0.10 ± 0.03 0.15 ± 0.09 0.110.110.11

ASSD↓
dist. (mm)

U-Net
(Ronneberger
et al., 2015)

2.72 ± 2.19 1.77 ± 0.31 1.97 ± 0.96 3.17 ± 1.37 2.66 ± 1.61 1.49 ± 0.61 1.41 ± 0.70 4.17 ± 4.75 2.42

KiU-Net
(Valanarasu
et al., 2020)

4.19 ± 4.06 2.71 ± 1.33 3.16 ± 1.56 5.43 ± 6.39 − − − − −

U-Net+CAE
(Oktay et al.,
2017)

1.58 ± 0.58 1.50 ± 0.51 1.59 ± 1.04 2.03 ± 1.15 2.53 ± 2.03 1.131.131.13 ± 0.19 1.23 ± 0.93 1.15 ± 0.66 1.59

Ours (w/o CB) 𝟏.𝟒𝟐 ± 0.30 1.41 ± 0.39 1.301.301.30 ± 0.66 1.88 ± 0.98 2.58 ± 2.01 1.21 ± 0.27 0.970.970.97 ± 0.60 1.09 ± 0.70 1.48
Ours (w/ CB) 1.61 ± 0.38 1.371.371.37 ± 0.43 1.46 ± 0.93 1.871.871.87 ± 0.69 2.232.232.23 ± 1.35 1.15 ± 0.25 1.04 ± 0.59 1.021.021.02 ± 0.57 1.471.471.47

HD↓
dist. (mm)

U-Net
(Ronneberger
et al., 2015)

55.56 ± 25.8 23.08 ± 8.99 35.26 ± 22.7 56.97±35.8 64.39 ± 31.1 30.90 ± 12.4 36.30 ± 11.6 40.94 ± 18.3 42.93

KiU-Net
(Valanarasu
et al., 2020)

114.3 ± 38.2 96.93 ± 44.0 99.97 ± 34.5 116.4±38.3 − − − − −

U-Net+CAE
(Oktay et al.,
2017)

35.73 ± 12.9 31.89 ± 27.1 24.82 ± 20.3 27.69±23.7 41.71 ± 19.1 27.72 ± 10.3 18.15 ± 11.7 20.27 ± 4.26 28.50

Ours (w/o CB) 𝟐𝟕.𝟒𝟏 ± 5.78 15.1715.1715.17 ± 8.53 11.8711.8711.87 ± 15.2 19.6019.6019.60±7.60 43.38 ± 18.0 27.22 ± 12.9 12.88 ± 5.16 24.80 ± 17.2 22.7922.7922.79
Ours (w/ CB) 36.28 ± 6.29 15.50 ± 7.98 21.95 ± 15.2 21.13±8.30 36.5636.5636.56 ± 6.63 26.7726.7726.77 ± 12.3 12.8112.8112.81 ± 5.27 16.1016.1016.10 ± 5.66 23.39
4.3. Frequency analysis of shape representations

Frequency analysis aims at evaluating the frequencies of different
features extracted from an image (e.g., edges, textures, shapes). This
information may indirectly provide insight into how the RF of the
different layers within a CNN architecture process the input image.
In this study, in order to analyze the influence of the RF on both
CAE and S-OCAE latent codes 𝒛, we propose to exploit the radially
veraged power spectral density (RAPSD). In this method, the power
pectrum is calculated on the features learned by a CNN network
nd averaged over concentric circles of increasing radius, with the
enter of the circle corresponding to the center of the feature maps.
t is also noted that low-level features tend to have higher frequency
ontent, typically extracted in earlier layers of a CNN. Conversely, high-
evel features have lower frequency content generated in deeper CNN
ayers. In general, the frequency content of a feature depends on the
cale at which it appears in the image. Low-level features are often
ssociated with small scales and tend to contain higher frequencies.
9

In contrast, high-level features, which are often associated with larger
scales, tend to have lower frequency content. The resulting RAPSD plots
can indirectly reveal how the RF is evolving through the CAE and the
proposed S-OCAE shape representations.

In practice, we propose to fit a linear regression model to the RAPSD
of CAE and S-OCAE with and without CB, trained on ground truth
masks of different organs, in order to understand their general patterns
regarding frequencies. This can provide insight into how such a dataset
(i.e., organ shape, size) affects the encoding of shape representations.
For this study, we considered different anatomical structures: two
organs (liver and left kidney from CHAOS (Kavur et al., 2021)) and
hepatic portal veins from 3D-IRCADb (Soler et al., 2010). Results are
depicted in Fig. 7. We observed that the feature representations 𝒛 of
the S-OCAE with/without CB have a lower variability (i.e., standard
deviation) of power values than the standard CAE, regardless of radial
frequency (𝑓𝑟), which implies compactness of the power spectrum
in the proposed S-OCAE shape encoding. On the other, the slope of
the resulting linear model indicates how power values change when
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Table 4
Vessel segmentation using U-Net (Ronneberger et al., 2015), KiU-Net (Valanarasu et al., 2020), U-Net+CAE (Oktay et al., 2017) and the proposed
U-Net+S-OCAE without (w/o) and with (w/) communication block (CB). Experiments focus on retinal vessels in fundus color images (DRIVE
(Staal et al., 2004)), portal veins and hepatic vessels from CT scans (3D-IRCADb (Soler et al., 2010), MSD (Antonelli et al., 2022)). Best results
in bold, second best results underlined.
Metrics Models DRIVE (Staal et al., 2004)3D-IRCADb (Soler et al., 2010)MSD (Antonelli et al., 2022)avg

retinal vasculitis (𝜆 = 40)portal veins(𝜆 = 60) hepatic Vessel (𝜆 = 60)

DSC↑
score (%)

U-Net (Ronneberger et al., 2015) 75.14 ± 1.68 54.81 ± 1.87 52.52 ± 3.99 60.82
KiU-Net (Valanarasu et al., 2020)– 43.81 ± 1.70 − –
U-Net+CAE (Oktay et al., 2017) 79.25 ± 0.48 59.2659.2659.26 ± 1.33 55.39 ± 2.33 64.63
Ours (w/o CB) 77.75 ± 0.66 58.65 ± 1.09 56.1456.1456.14 ± 2.43 64.18
Ours (w/ CB) 79.4479.4479.44 ± 0.65 59.14 ± 1.08 56.01 ± 2.89 64.8664.8664.86

AVD↓
dist. (mm3)

U-Net (Ronneberger et al., 2015) 0.38 ± 0.13 0.62 ± 0.21 1.21 ± 0.64 0.74
KiU-Net (Valanarasu et al., 2020)– 1.09 ± 0.57 − –
U-Net+CAE (Oktay et al., 2017) 0.10 ± 0.05 0.33 ± 0.14 0.75 ± 0.39 0.39
Ours (w/o CB) 0.13 ± 0.05 0.37 ± 0.12 0.650.650.65 ± 0.29 0.38
Ours (w/ CB) 0.080.080.08 ± 0.02 0.310.310.31 ± 0.15 0.71 ± 0.41 0.370.370.37

ASSD↓
dist. (mm)

U-Net (Ronneberger et al., 2015) 0.71 ± 0.24 4.25 ± 0.42 3.02 ± 0.46 2.66
KiU-Net (Valanarasu et al., 2020)– 5.63 ± 0.71 − –
U-Net+CAE (Oktay et al., 2017) 0.540.540.54 ± 0.11 3.95 ± 0.21 2.82 ± 0.21 2.44
Ours (w/o CB) 1.22 ± 0.19 3.793.793.79 ± 0.31 2.792.792.79 ± 0.28 2.60
Ours (w/ CB) 0.54 ± 0.15 3.84 ± 0.30 2.80 ± 0.26 2.392.392.39

HD↓
dist. (mm)

U-Net (Ronneberger et al., 2015) 32.90 ± 1.85 67.60 ± 4.74 57.31 ± 12.2 52.60
KiU-Net (Valanarasu et al., 2020)– 86.32 ± 2.83 − –
U-Net+CAE (Oktay et al., 2017) 31.82 ± 2.78 54.48 ± 5.38 40.92 ± 2.57 42.41
Ours (w/o CB) 30.08 ± 2.30 54.85 ± 8.86 40.7740.7740.77 ± 3.72 41.90
Ours (w/ CB) 28.7428.7428.74 ± 0.58 50.4550.4550.45 ± 8.99 41.88 ± 3.57 40.3640.3640.36
increasing 𝑓𝑟. In this context, the absolute value of the slopes for left
idney and liver portal veins indicates that the power value change is
omparatively small for S-OCAE (with/without CB) compared to their
ounterparts CAE. This reflects the presence of more details in the latent
ode of the proposed networks. In contrast, the slopes for the liver
re somewhat close between S-OCAE and CAE, which amounts to the
ize of the liver shape which is relatively large compared to the other
rgans. This leads us to conclude that S-OCAE is more desirable when
rying to capture small anatomical structures.

.4. Overall discussion

The results from CT and MR abdominal images show that the
roposed U-Net+S-OCAE model performs well on both image modal-
ties. However, the results for the two modalities differ slightly. The
-Net+S-OCAE model without CB performed better on CT datasets,
chieving higher average scores and outperforming both U-Net and
-Net+CAE. On the other hand, the U-Net+S-OCAE model with CB
erformed better on MR scans, achieving higher average scores for both
1DUALin and T2SPIR images. The choice of imaging modality influ-
nces the appearance of abdominal organs and the contrast between
issues and hence impacts the accuracy of shape priors.

An overcomplete shape encoding results in a representation that
aptures more information than standard undercomplete encoders.
hen relying on overcomplete encoding to obtain shape representa-

ions, the encoder has the advantage of capturing rich complex shape
nformation relationships and patterns from the input data. This over-
omplete representation is handy for small objects as it captures more
etails (Fig. 4) and variations in the shape that may not be noticeable
ith an undercomplete representation. In contrast, overcomplete shape
ncoding can result in higher dimensionality, leading to increased
omputational and storage requirements. A trade-off should be con-
idered when designing an overcomplete architecture for a given task.
vercomplete representations can provide more expressive features
ut at the cost of increased memory consumption. Therefore, it is
mportant to balance the benefits of using overcomplete representations
gainst the cost of increased memory usage when designing the S-OCAE
rchitecture. In another side regarding data, the use of pathological
10

ata highlights the importance of further comparative studies between
normal and abnormal anatomies. This would allow for a better under-
standing of the variations and abnormalities present in the pathological
data and how they differ from healthy anatomies.

More generally, incorporating shape priors into a segmentation
pipeline dedicated to abdominal organs and vessels can provide several
benefits. First, the prior knowledge guiding the network towards the
expected shape can help the algorithm better differentiating foreground
from background pixels, thus leading to more accurate delineations
results. This can be especially useful in medical imaging applications
where accurate segmentation is critical for diagnosis and treatment
planning. Second, using shape priors can also reduce the amount of
annotated data needed to train the model by making the training
process more efficient. This is of high interest for scenarios where
annotated data is scarce and expensive to collect and annotate. Third,
incorporating shape priors into the segmentation pipeline can improve
the robustness of the algorithm to noise and variability in the input
data. This last property is helpful since the quality of medical data
can significantly vary due to factors such as patient motion or imaging
equipment.

However, there are also limitations to the use of shape priors in
DL-based segmentation pipelines. One significant limitation is that the
performance highly depends on the quality and reliability of the shape
priors being used. If the priors are incorrect or unreliable, they can
harm the performance of the model and lead to inaccurate segmenta-
tion results. It is, therefore, important to carefully consider the sources
and reliability of the shape priors being used and to validate the results
of the model to ensure that the resulting contours remain accurate and
reliable. Another potential limitation is that the approach may need
to be more flexible to handle significant variations in the shape and
appearance of the objects being segmented.

5. Conclusion

In conclusion, the proposed method using a semi-overcomplete
convolutional auto-encoder (S-OCAE) to integrate shape priors into
deep segmentation has been shown to be effective in extracting var-
ious abdominal structures, including smaller ones. It performs bet-
ter than state-of-the-art techniques, including U-Net with traditional

convolutional auto-encoders. Furthermore, using shape priors in deep
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learning algorithms for abdominal image segmentation is a promis-
ing technique that can improve the accuracy and efficiency of the
segmentation process. By leveraging the inherent structural informa-
tion of the abdominal anatomy, these algorithms can more accurately
identify and segment the various organs in medical images, providing
valuable information for clinical diagnosis and treatment planning. As
a perspective, incorporating both shape and topological priors into
a segmentation network could deserve further investigation to take
advantage of multiple prior knowledge embedding. By providing the
network with information about the shape and topological properties
of the targeted structures of interest, we expect the network to provide
more plausible and realistic delineation predictions. Moreover, the
proposed approach is generic enough to be easily extended to other
structure types, anatomies, and imaging modalities, towards reliable
decision support.
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