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Abstract

Background: Schizophrenia is a disease associated with a high burden. Improvement in care is necessary.

Objective: The objective of our study is to analyse the current capabilities of artificial intelligence (AI) to use social media data
as a diagnostic tool for schizophrenia.

Methods: A systematic review of the literature was conducted on several databases, using relevant keywords.

Results: 93 studies were identified, among which 7 studies were included. The included studies have shown encouraging results.
Social media data could be used in several ways in care of patients with schizophrenia, including the monitoring of patients after
a first episode of psychosis. Several studies had major limitations. The studies were heterogeneous in quality and in their
objective. Most studies did not have access to health data for the training of the algorithm. We tried to identify several limitations
in the methodology of the included studies. We made recommendation for future studies.

Conclusions: AI could be used to analyse social media data in order to bring new tools in the care of patients with schizophrenia.

(JMIR Preprints 02/02/2022:36986)
DOI: https://doi.org/10.2196/preprints.36986

Preprint Settings

1) Would you like to publish your submitted manuscript as preprint?
Please make my preprint PDF available to anyone at any time (recommended).
Please make my preprint PDF available only to logged-in users; I understand that my title and abstract will remain visible to all users.
Only make the preprint title and abstract visible.
No, I do not wish to publish my submitted manuscript as a preprint.

2) If accepted for publication in a JMIR journal, would you like the PDF to be visible to the public?
Yes, please make my accepted manuscript PDF available to anyone at any time (Recommended). 
Yes, but please make my accepted manuscript PDF available only to logged-in users; I understand that the title and abstract will remain visible to all users (see Important note, above). I also understand that if I later pay to participate in <a href="https://jmir.zendesk.com/hc/en-us/articles/360008899632-What-is-the-PubMed-Now-ahead-of-print-option-when-I-pay-the-APF-" target="_blank">JMIR’s PubMed Now! service</a> service, my accepted manuscript PDF will automatically be made openly available.
Yes, but only make the title and abstract visible (see Important note, above). I understand that if I later pay to participate in  <a href="https://jmir.zendesk.com/hc/en-us/articles/360008899632-What-is-the-PubMed-Now-ahead-of-print-option-when-I-pay-the-APF-" target="_blank">JMIR’s PubMed Now! service</a> service, my accepted manuscript PDF will automatically be made openly available.

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]



JMIR Preprints Lejeune et al

Original Manuscript

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]



JMIR Preprints Lejeune et al

Abstract:
Background: Schizophrenia is a disease associated with a high burden. Improvement in
care  is  necessary.  Artificial  intelligence has  been used  to  diagnose several  medical
conditions as well as psychiatric disorders. This technology needs huge amount of data
to be efficient. Social media data could be used to improve diagnostic capabilities. 

Objectives: The objective of our study is to analyse the current capabilities of artificial
intelligence (AI) to use social media data as a diagnostic tool for psychotic disorders.

Methods:  A systematic review of the literature was conducted on several  databases
(PubMed, EMBASE, Cochrane, Psychinfo and IEEE Xplore) until 12/11/2021, using
relevant keywords. We used PRISMA criteria to identify, select and critically assess the
quality  of  the  relevant  studies  while  minimizing  bias.  We  critically  analysed  the
methodology of the studies to detect any bias. Results would be presented. 

Results:  93  studies  were  identified,  among  which  7  studies  were  included.  The
included studies have shown encouraging results. Social media data could be used in
several  ways  in  care  of  patients  with  schizophrenia,  including  the  monitoring  of
patients after a first episode of psychosis. Several studies had major limitations. The
studies were heterogeneous in quality and in their objective. Most studies did not have
access  to health data for the training of  the algorithm. We tried to identify several
limitations  in  the  methodology  of  the  included  studies.  We  analysed  the  machine
learning methodology and we made recommendations for future studies.

Conclusion: Our study brought encouraging results.  The use of social media data for
the  diagnostic  of  psychotic  disorders  is  promising.  However,  most  of  the  included
studies  had  major  limitations  which  do  not  allow to  conclude  on  the  accuracy  in
clinical setting. Future studies need to use a more accurate methodology in order to get
unbiased results. 
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Introduction
Background 
Schizophrenia  is  a  chronic  mental  disease  affecting  20  million  people  worldwide  [1].  Although
treatment with medicine and psychosocial support is effective, people with schizophrenia are less
likely  to  seek  treatment.  According  to  the  WHO,  efforts  to  transfer  care  from  mental  health
institution  to  the  community  need  to  be  accelerated  [2].  Currently,  schizophrenia  is  a  disease
associated with a high burden [3,4] and efforts should be taken to reduce this burden. 
Artificial  intelligence  (AI)  has  emerged  as  a  way  to  improve  several  medical  task  [5,6].  AI
algorithms can identify patterns in a dataset to generate diagnostic tools. In other medical disciplines,
AI has already shown a good accuracy for diagnostic purpose. It can match the current diagnostic
capabilities  in  some specific  fields.  In  psychiatry,  AI  could  be  used  for  diagnostic  purposes,  to
support  daily  patient  assessment  or  drug  prescription  [7].  AI  has  also  been  studied  to  improve
diagnostic and classification capabilities  [8].   It has been used in suicide risk detection  [9] and to
diagnose mood disorders [10,11]. 
Despite encouraging results, it is still unclear how AI should be implemented in clinical practice. The
potential of this technology is not yet fully understood. AI could be used to bring completely new
tools in care. We believe that social media might be used to create new diagnostic or monitoring
tools. Indeed, AI requires a large database to extract a patient’s profile [12]. Social media are very
broad source of information. People can disclose personal information on social media, including
health related information.  Studies have used those data  to  identify broad human traits  (such as
intelligence or personality traits)  [13]. Subtle features of everyday language could be analysed to
predict mental diseases  [14–16]. Prior works showed that social media data can be used for risk
classification associated with mental health diseases, such as suicide risk  [17].  AI can be used to
detect posts associated with mental illness [18]. Therefore, we chose to study the use of AI applied to
social  media because we believe it  could become a brand-new tool  in  the care of  patients  with
psychotic disorders.

Focus on artificial intelligence technologies 
AI  can  be  used  to  perform  several  different  tasks.  ML algorithms  are  generally  classified  as
supervised or unsupervised learning. The main type of ML algorithms used in the included studies
was supervised learning. Supervised learning algorithms allow patterns correlated to a result to be
determined in a dataset [12]. The supervised algorithms are separated into two categories: regression
and  classification.  Classification  algorithms allow data  to  be  classified  into  separate  categories.
Patterns  can  be  used  to  classify  patients  in  a  given  group.  Decision  tree (DT),  support  vector
machine (SVM) and random forest (RF) can perform classification tasks. Regression algorithms are
used to predict quantitative data. Logistic regression (LR) and LASSO regression are part of this class
[6]. 
Artificial neural networks are powerful artificial intelligence tools built in reference to the cortical
neural  structure.  They can perform supervised or unsupervised tasks.  Neural  networks  (NN) are
organized in a succession of layers, with each layer having its input on the output of the previous
one. Information travels from the input neurons to the hidden layers before arriving at the outcome
layer where the final decision is made [5]. In a neural network, each layer functions differently. This
type of AI requires significant computing power and large databases [19]. 
The most used machine learning algorithm in our paper is the Support Vector Machine (SVM) [20]. The idea
of this algorithm is to learn a linear separation (a hyperplane) of the data points in order to classify them. As
there exists an infinity of hyperplanes satisfying this condition, the SVM algorithm learns a hyperplane with
the maximum margin: the maximum distance between the classes. However, as most real-life datasets cannot
be linearly separated, the SVM uses what is called the "kernel trick". This transformation projects the initial
data points in a higher dimensional feature space where the new is linearly separable. However, the SVM
suffers from many limitations: 1) Finding a good kernel function is very hard in practice ; 2) Training is long
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on large datasets ; 3) The model is very sensitive to the hyperparameters.

Overfitting means fitting an AI model on data noise or error instead of the actual relationship. It
represents one of the limitations of AI. Overfitting is either due to having a small data sample or too
many parameters compared to the data [12]. Cross-validation is one of the techniques used to reduce
overfitting.  With  this  technique,  the dataset  is  split  into  several  groups,  themselves  divided into
training data and validation data. For each group, the statistical model is therefore trained and then
validated by a different dataset. This technique reduces the risk of having an overoptimistic estimate
[21]. Other techniques are used to reduce overfitting, such as the use of drop-out rate. Dropout is a
regularization technique for NN to reduce overfitting and improve generalization [22]. The idea is to
randomly ignore neurons (and their connections) from the neural network during training. Thus, as
the NN architecture is changing at every inference, the same input of data can produce a different
output. The intuition is that it forces the units to be less co-dependent and to be more robust. The
main difference between cross validation and dropout lies in the source of randomness: in cross-
validation, the data is randomly split into train and validation set while in dropout, the neural units
are randomly discarded. 
We explained machine learning parameters used in this paper in Supplementary material 1.

Prior work and goal of this study 
Currently, there can be an important delay in the diagnostic of psychotic disorders. These delays can
vary  depending  on  where  the  patient  live.  When  the  patient  remains  untreated  with  psychotic
symptoms, there can be important social consequences, including in some case a risk of violence
[23]. Duration of untreated psychosis could have a significant impact on the patient psychosocial
condition.  Early  detection  and  early  treatment  could  help  improving  the  care  of  patients  with
psychotic  disorders  [24].  Later  in  the  evolution of  the  disease,  being  able  to  diagnose sooner  a
relapse could have significant impact on the life quality of the patients and reduce the burden for the
caregivers.  
AI has been studied for the diagnose of several psychiatric conditions, including schizophrenia. A
Korean team used machine learning to identify patterns on CT scan and classify patients [25]. One of
the most robust studies on the classification of psychotic disorders with machine learning come from
an American team [8] which used a clustering algorithm to build three biotypes using clinical data
and laboratory measures. Neuroimaging and social functioning measures were used for validation.
Beyond its initial goal, this study showed that several new source of data can be used to improve
diagnostic capabilities. In this paper, we choose to look at social media data as a new source of data.
Symptoms of schizophrenia are very broad, and some of these symptoms could impact social media
activity of the patients. For example, we can hypothesize that delusion and disorganized speech or
behavior could be seen on social media posts. Alterations of language are being increasingly studied
in schizophrenia [15,26] and could be used for the detection of psychotic disorders on social media. 
Several studies have been made to show the capabilities of AI to identify mental health diseases on
social  media,  most  of  them having been published in  the  last  few years.  One brief  report  [27]
reviewed the literature until December 2020. We hypothesise that social media data could be used to
follow patients with schizophrenia or at-risk for psychosis patients in order to identify sooner a first
psychotic  episode or a relapse of psychotic  disorders.  Patients  could have access to  care before
psychotic symptoms overtake their social functioning capabilities. Thus, we could reduce the burden
of schizophrenia. 

Objective of this review:
The objective of our study is to analyse prior works on the use of social media data with machine
learning in order to diagnose a psychotic episode. The diagnostic capabilities would be studied in a
broad sense, including the diagnostic of relapse. Therefore, we performed a systematic review of the
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literature and critically discussed the included articles and their methodology. 

Methods:
Search strategy:
We used Preferred Reporting Items for Systematic reviews and Meta Analyses (PRISMA) criteria to
identify, select and critically assess relevant studies while minimizing bias. We went through the
bibliographic  databases  PubMed,  EMBASE,  Cochrane,  Psychinfo  and  IEEE  Xplore  until
12/11/2021. We based the keywords list on three fields: schizophrenia, AI and social networks. The
search strategy is described in the Supplementary material 2. To limit the selection bias, we did not
apply any restriction in terms of population. Papers found by any other mean would be included if
relevant with the inclusion criteria. Studies that were not written in English were excluded.

Study selection:
We included clinical trials and observational studies. The primary objective was to collect studies
using AI to  identify users with a  psychotic  disorder  on social  media.  Given the low number of
published studies on this subject, studies related to any psychotic disorder would be included. Studies
were selected by two independent authors. We excluded studies using social media posts as control
data to study language alterations in schizophrenia. 

Data collection process:
Data were extracted from each paper independently by using a standard form. Data were extracted by
one reviewer.  The following information was collected:  the main  author’s  name and country of
origin;  year  of  publication;  population;  social  media  and  technology  used;  features;  inclusion/
exclusion criteria; main objective; method; main endpoint; results; main limitations. 

Synthesis method:
The results  of the articles will  be presented in the form of graphs and tables.  Machine learning
studies often use different parameters. The graphs will group studies using similar parameters. No
secondary analysis of statistical data will be done. All results presented will be only those presented
by the authors of the included studies. The results will be presented with the parameters used in the
articles. Machine learning parameters used in this paper are explained in Supplementary material 1.

Risk of bias and quality assessment:
Quality  of  included  studies  will  be  assessed  using  PRISMA certainty  tool.  This  paper  will  be
reviewed  using  PRISMA check  list.  The  machine  learning  methodology  of  the  articles  will  be
evaluated  by  an  experienced  author  in  artificial  intelligence.  The  risk  of  bias  will  be  critically
assessed by the authors. 

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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Results:
Flow chart
We made a PRISMA flow chart summarizing the steps of the review (Figure 1). The initial search
identified 93 studies. Based on the titles and abstracts, we excluded 78 studies. We downloaded the 7
remaining studies for full-text review. We included the 7 studies that matched the inclusion criteria
(Table 1). 

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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Figure 1. PRISMA Flowchart outlining study selection process

Authors, year of publication, and country of origin:
Included studies were conducted in the USA (5/7) and Korea (2/7). Included studies were published
between 2015 and 2021 (Figure 2). Three of the included studies were written by Birnbaum et al.
team.

2015 2017 2019 2020 2021
0

0.5

1

1.5

2

2.5

Year of publication

Figure 2. Number of studies included by year of publication

Studies design, PRISMA Quality assessment and sample size
The included studies had a retrospective design. The quality of the studies has been assessed using
PRISMA criteria (Figure 3 and Supplementary file 1). The quality of the seven included studies was
heterogeneous, with a mean PRISMA score of 32,3. The included studies had several risks of bias.
The main  bias  was  a  classification  bias  with 5  of  the  7 included studies  not  using  the  clinical
diagnostic.  The secon Samples  size were mostly  small,  six  of  the seven included studies  had a
sample  size  smaller  than  5 392  participants.  Samples  size  varied  between  51  and  265 396
participants. 

 PRISMA FLOW CHART

93  studies  identified  from  5
databases:  PubMed  (n  =  14)  ,
EMBASE (n = 77 ), Cochrane (n =
1), PsychINFO (n = 0), IEEE Xplore
(n=1) 
+ 1 study identified out of database
(this study  has been identified in a
previous review and was not found
in any database)

Records removed before screening:
Duplicate records removed (n =
9 )

Identification
Screening

Records screened
(n = 85) 

Records excluded at screening
(n = 73 )

Reports analyzed on the abstract
(n = 12)

Reports  excluded  after  the  abstract
review
(n = 5)

Reports assessed for eligibility
(n =  7)

Reports excluded (n = 0)

Studies included in review
(n = 7)

Included
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Figure 3. PRISMA Quality Assessment. Score ranking from 0 to 48, the higher the score the better
the overall quality.
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Social media and technologies used:
Several AI technologies have been used.  The two most commonly used algorithms were support vector
machine (SVM) and random forest (RF) (Figure 4). None of the included studies used data augmentation.
Cross-validation technique to prevent overfitting were used in 5 studies. One study used a dropout rate of
0.25 to prevent overfitting. The social media in which the studies were performed were Facebook, Twitter
and Reddit. The studies used mainly linguistic features, but also activity related features (Table 2).

SVM RF LR NN Nb XGBoost
0

1

2

3

4

5

6

Technology used

Figure  3. Main  AI  types  used.  SVM:  support  vector  machine  ;  RF  :  random  forest  ;  LR :  logistic
regression ; NN: neural network ; NB : native bayes ; XGB : extreme gradient boosting
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Authors,
year,
country Inclusion Objective Method

Social  media  and  AI
Technology Outcome Main limitations

A  Collaborative
Approach  to
Identifying  Social
Media  Markers  of
Schizophrenia  by
Employing
Machine  Learning
and  Clinical
Appraisals

Birnbaum 
et  al.,
2017,
USA [22]

Users  with  selfdisclosed
diagnoses of schizophrenia
on  twitter  between  2012
and  2016.  671  users  from
the  primary  dataset  were
randomly  selected
diagnoses of schizophrenia.
The  control  group  was
made  with  a  random
sample  of  Twitter  users
collected  from  individuals
without  any  mentions  of
“schizophrenia”  or
“psychosis”  in  their
timeline. 

To  explore  the
utility  of  social
media  as  a  viable
diagnostic  tool  in
identifying
individuals  with
schizophrenia.

Twitter  profiles  from  the
training  dataset  were
reviewed  by  two
physicians  to  determine
the  probability  of
belonging to a patient with
schizophrenia.  The  users
were  then  classified  in
three  groups,  "yes",
"maybe"  or  "no".  The
machine  learning  model
was then tested on unseen
data  of  100  users  and  its
results  were  compared  to
those  of  the  two
physicians. 

Twitter.
Several  algorithms
including  the  Gaussian
naïve  Bayes,  random
forest,  logistic regression,
and  support  vector
machines  were  trained.
The  best  performing  on
cross  validation  was
selected  (random  forest).
Use  of  10-fold-cross-
validation.

Random  forest
yielded  an  
AUC of 0,88.

The  research
team  only  had
access  to
publicly
available  Twitter
profiles.  The
clinical
diagnostic  of
included subjects
was unknown. 

A  deep  learning
model
for  detecting
mental  illness
from  user  content
on social media

Kim
 et  al.,
2020,
Korea
[23]

Data  from  228,060  users
with  488,472  posts  from
january  2017  to  december
2018  in  total  were
employed for the analysis.

To  answer  the
question:  Can  we
identify  
whether  a  user’s
post  belongs  to
mental illnesses on
social media ?

Collection of post data on
mental  health  related
subreddit  groups.  The
study  has  collected
information from 248,537
users, who wrote 633,385
posts  in  the  seven
subreddits.  Six  models
were  created  for  each
mental  disorder.  Each
model  was  created  with
the posts of the associated
subreddit group. 

Reddit.
XGBoost  and
convolutional  neural
network  (CNN)  were
employed. Use of dropout
rate  of  0.25  to  prevent
over-fitting issues.

In
r/schizophrenia,

accuracy  of
XGBoost  was
86,75%  vs.
94,33%  with
CNN. 

The  clinical
diagnostic  of
included subjects
was unknown. 

Detecting  relapse
in  youth  with
psychotic
disorders  utilizing
patient-generated
and  patient-
contributed  digital
data  from
Facebook

Birnbaum,
2019,
 USA [24]

Participants  between  the
ages of 15 and 35 years old
who  had  been
diagnosed  with  a  primary
psychotic disorder screened
for  eligibility.  Recruitment
occurred  between
March 2016 and December
2018.  51  included
participants  with  
recent onset psychosis.

The  study  sought
to  identify  and
predict  early
relapse
warning  signs  in
social  media
activity  collected
from  a  cohort  of
individuals
receiving
psychiatric care for
schizophrenia  and
other
primary  psychotic
disorders

The  authors  collected
52,815  Facebook  posts
across 51 participants with
recent onset psychosis and
applied anomaly detection
to  explore  linguistic  and
behavioral  changes
associated  with  psychotic
relapse. 

Facebook.
Three  one-class  support
vector  machine  (SVM)
models
for  three  different  data
configurations  (3
differents time periods: 1-
month,  2-months,  3-
months).
The 1-month  showed the
highest  specificity,  which
lead to build an ensemble
one-class  support  vector
machine algorithm.

The  ensemble
model  had  the
highest
specificity
(0,71)  but  low
sensitivity
(0,38).  The  3-
months  model
had  a  good
sensitivity
(0,90)  but  low
specificity
(0,04).

Characterization
of  monthly
periods  of
relative  health
and  relative
illness.  The
illness  trajectory
of  psychotic
disorder does not
fall  only  in  two
distinct
categories, as the
symptoms  can
fluctuate  over
time.

Identifying signals
associated  with
psychiatric  illness
utilizing
language  and
images  posted  to
Facebook

Birnbaum,
2020,
 USA [25]

3,404,959  Facebook
messages  and  142,390
images  across  223
participants  with
schizophrenia  spectrum
disorders  (SSD),  mood
disorders  (MD),  and
healthy  volunteers  (HV).
Participants  between  the
ages of 15 and 35 years old
were  recruited  from
Northwell  Health’s
psychiatry department.

The main objective
was  to  evaluate
whether  it  was
possible  to
distinguish
between SSD, MD,
and  HV  based  on
Facebook  data
alone.

The  authors  analyzed
features  uploaded  up
to  18  months  before  the
first  hospitalization  using
machine learning and built
classifiers  that
distinguished  SSD  and
MD  from  HV,
and SSD from MD.

Facebook.  
Use  of  Random  Forest.  
Use  of  5-fold  cross
validation.

Classification
achieved  AUC
of 0.77 (HV vs.
MD), 0.76 (HV
vs.  SSD),  and
0.72  (SSD  vs.
MD).

Data  from
facebook  was
retrospectively
collected. 

Mining  Twitter
Data  to  Improve  
Detection  of
Schizophrenia

McManus,
USA,  
2015 [26]

Cohort  of  Twitter  users
who self-identify as having
schizophrenia  (cases)  and
user  who  do  not  self-
identify  as  having  any
mental  disorder  (controls).
96 cases and 200 controls.
A user was defined as case
if  two  or  more  of  the
following  held:  the  user
self-identifies  in  user
description;  the  user  self-
identifies in status updates;
the  user  follows  @sch
izotribe,  a  known  Twitter
community  of  users  with
schizophrenia.

To  distinguish
individuals  with
schizophrenia from
control  individuals
using Twitter data.

In  order  to  distinguish
Twitter  users  with
schizophrenia  from
controls,  the  authors
extracted a set of features
from  each  user's  profile
and  posting  history  (28
numerical features). 

Twitter.  
Several  models:  Naive
Bayes  (NB),  artificial
neural  networks  (ANNs),
and  support  vector
machines  (SVMs).  5-fold
cross  validation  on  the
training  data.  In  addition
to the raw feature vectors,
the  authors  tested  two
transformations  of  the
feature vectors for each of
the models: log scaling of
the  delay between tweets
and  Principal
Components  Analysis
(PCA).

The  best
performing
model  was  a
SVM with PCA
transformed
features
(accuracy  of
0,893). The two
best  perfonning
models,  based
on  the
F1  score,  both
involved  PCA
transformed
features.

Users  are  self-
identified  as
patients  with
schizophrenia. 

Schizophrenia
Detection  Using
Machine  Learning
Approach
from Social Media
Content

Bae,
Korea,  
2021 [27]

Large  corpus  of  social
media  posts
collected  from  online
Reddit  sub-communities
for  schizophrenia  (n  =
13,156) and control groups

This  study
aims  to  determine
whether  machine
learning  could  be
effectively  used  to
detect  signs  of

Authors  collected  post
from subreddit. They only
included original posts and
excluded  the  comments.
They  collected  titles  and
bodies of posts along with

Reddit.
Posts  from  the  control
group  were  randomly
downsampled  to  create  a
balanced  dataset  (n  =
13,156  posts  for  each

AUC: RF 0,97,
SVM 0,91,  LR
0,90, NB 0,87

The  authors  do
not  have
evidence  that
users  of  the
schizophrenia
subreddithttps://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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(n  =  247,569)  comprising
non-mental  health  related
subreddits  (fitness,  jokes,
meditation,  parenting,
relationships,  and
teaching).

schizophrenia
in  social  media
users by analyzing
their  social  media
texts.

user IDs.  This  resulted in
60,009  original
schizophrenia  posts  from
16,462  users  as  well  as
425,341  posts  of  the
control  group  from
248,934 users.

group).  The  authors
evaluated  four  different
algorithms,   support
vector  machine,  logistic
regression,  naive  Bayes,
and  random  forest.
Use  of  10-fold  cross
valdiation. 

(r/schizophrenia)
are  clinically
diagnosed.

Quantifying  the
language  of
schizophrenia  in
social media.

Mitchell
et  al.,  
USA,
2015 [28]

Corpus  of  users
diagnosed  with
schizophrenia  from
publicly  available
Twitter  data:  174  users
with an apparently genuine
selfstated  diagnosis  of  a
schizophrenia-related
condition.  Random  twitter
users  for  control.  Equal
number  of  schizophrenia
users  and  community
controls

To  examine  how
linguistic  signals
may  aid  in
identifying
and getting help to
people  suffering
from
schizophrenia.

Each  self-stated  diagnosis
included in this study was
examined by an authors to
verify  that  it  appeared  to
be  a  real  statement  of  a
schizophrenia  diagnosis,
excluding jokes, quotes, or
disingenuous  statements.
For each user, the authors
obtained  a  set  of  their
public  Twitter  posts  via
the Twitter API, collecting
up to 3200 tweets

Twitter.
Use  of  10  fold  cross
validation.  
2  ML  methods:  Support
Vector  Machines
(SVM)  and  Maximum
Entropy (MaxEnt).

SVM  model
reached  82,3%
accuracy.

Clinical
diagnostic  was
unknown. 

Table 1. Extracted information from the included studies

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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Authors, year, country Features

Birnbaum  et  al.,  2017,  USA
[28]

The  authors  employed  feature  scaling  to  standardize  the  range  of  features.  The  LIWC
features  were  within  a  normalized  range  of  0  to  1.  The  n-  gram  features  represented
frequency counts that required standardization. The min-max rescaling technique was used
to scale the n- gram features to the range of 0 to 1. They employed feature selection methods
to eliminate noisy features. Filter method was used where features are selected on the basis
of their scores in various statistical  tests for their correlation with the outcome variable.
Adopting the ANOVA F test reduced the feature space from 550 features to k –best features
(where k=350) by removing noisy and redundant features.

Kim et al., 2020, Korea [29]

Natural language toolkit (NLTK) implemented in Python to tokenize users’ posts and filter
frequently employed words  (stop words).  Porter  Stemmer  (a  tool  used  to  explore  word
meaning and source), was employed on the tokenized words, to convert a word to its root
meaning and to decrease the number of word corpus.

Birnbaum, 2019, USA [30]

Facebook timeline data grounded in the symptomatic and functional impairments associated
with psychotic disorders. These include 3 types of features. The first was word usage and
psycholinguistic attributes related to affective, social, and personal experiences. The second
was linguistic structural attributes, such as complexity, readability, and repeatability related
to thought organization and cognitive abilities. The third was online activities relating to
social functioning and diurnal patterns (friending, posting, and check-ins).

Birnbaum, 2020, USA [31] Image and linguistic features.

McManus, USA, 2015 [32]

Features for describing emoticon use and schizophrenia-related words. The authors used the
Natural Language Toolkit (NL TK) for Python to perform tokenization and lemmatization,
before  extracting  textual  features  and  NumPy  for  generating  the  final  numeric  feature
vectors. The final 28 numerical features included: number of Twitter followers and number
of followed users, proportion of tweets using schizophrenia-related words, emoticon usage,
posting time of day, and posting rate. Two transformations of the feature vectors for each of
the models: log scaling of the delay between tweets and Principal Components Analysis
(PCA).

Bae, Korea, 2021 [33]

The linguistic features were extracted using the LIWC package and the liwcalike function
from the quanteda package. Structural and psychological components of the text based on
psychometrically  validated dictionary, word stems,  and emotions assigned to  a  range of
categories were assessed. 22 LIWC features for each post: linguistic processes (word count
and words more than six letters), function words (personal pronouns, first person singular,
first-person plural, second person, third person singular, third person plural, and impersonal
pronouns), time orientations (past focus, present focus, and future focus), and psychological
processes  (positive  emotion,  negative  emotion,  anger,  fear,  joy,  disgust,  sadness,
anticipation,  trust,  and  surprise).  Linguistic  features  between  the  schizophrenia  and  the
control (nonschizophrenia) groups were compared. The D’Agostino and Pearson’s test (=
0.05)  were  conducted  to  test  whether  each  of  the  linguistic  features  was  normally
distributed. As data followed a normal distribution, a two-tailed t-test  was performed to
determine  whether  the  linguistic  features  differed  between  groups.  The  threshold  of
statistical  significance was adjusted using the false discovery rate  method to correct  for
multiple comparisons. All p-values < 0.05.

Mitchell  et  al.,  USA,  2015
[34]

All NLP features were either automatically constructed or unsupervised, meaning that no
manual annotation is required to create them. It is important  to note that although these
features  were  inspired  by  the  literature  on  schizophrenia,  they  were  not  direct
correlates  of  standard  schizophrenia  markers.   Perplexity  (ppl),
Brown-Cluster  Dist,  LIWC,  CLM,  LIWC+CLM,  LDA  Topic  Dist  (TDist),
CLM+TDist+BDist+ppl, CLM+TDist, LIWC+TDist.

Table 2. Features used in the included studies

Objective of the studies and performance of algorithms

Main results:https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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Most studies aimed at identifying users with schizophrenia on social media.  One study aimed at identifying
and predicting early relapse after a hospitalization for schizophrenia [30]. 
The results were informed in multiple parameters, including AUC, accuracy and sensitivity/specificity. The
AUC of the included studies went from 0,76 to 0,97 (Table 3). This AUC can be judged as between good to
excellent.  However,  only  one  of  those  studies  [31] used  data  from clinically  diagnosed  patients.  They
obtained an  AUC of  0,76 The studies  which informed results  with the accuracy parameter  obtained an
accuracy  from  81%  to  96%.  One  study  [30] informed  the  results  of  the  predictive  models  with  a
sensitivity/specificity couple (Table 4). This study sought to identify and predict relapse of schizophrenia.
The authors collected Facebook data from a small sample of patients with a diagnostic of schizophrenia who
had a relapse in the following months. They used this data to build a ML model which could be used to
analyse  patients’ data  in  real  time.  They  obtained  several  sensitivity/specificity  couple.  The  3-month
ensemble  model  brought  a  good  sensitivity  (90%)  although  the  specificity  was  low (40%).  This  is  an
example  of  the  totally  novel  tools  which  could  be made using  AI.  A high sensitivity  tool  could  allow
physicians to detect a relapse earlier and offer earlier car to their patients. The 1-month model had a higher
specificity (0,71) but low sensitivity (0,38). 

  SVM RF LR NB
Birnbaum  et  al.,  2017,  USA
[28]   0,88    

Birnbaum, 2020, USA [31]   0,76    

Bae, Korea, 2021 [33] 0,91 0,97 0,9 0,87

Table 3. Performance in AUC of the different algorithms.  SVM : support vector machine ;  RF : random
forest ; LR : logistic regression ; NB : native bayes ;

  Accuracy Sensitivity/specificity
Birnbaum et  al.,  2017,  USA
[28] 81%  

Kim et al., 2020, Korea [29]
86,75%  (XGB),  94,33%
(CNN)  

Birnbaum, 2019, USA [30]   38%/71% ; 90%/40% (SVM)

McManus, USA, 2015 [32] 89,3% (SVM)  

Bae, Korea, 2021 [33]
86%  (NB),  89%  (LR),  
91% (SVM), 96% (RF)  

Mitchell  et  al.,  USA,  2015
[34] 82,3% (SVM)  

Table  4. Performance  in  accuracy  and  sensitivity/specificity  of  the  different  algorithms.  LR :  logistic
regression ;  NN : neural  network ;  XGB/GBT : extreme gradient  boosting/gradient  boosted tree ;  BN :
Bayesian network ; RF : random forest ; DT: decision tree

Data used:
Most of the studies did not have access to clinical diagnostic or health data. They instead use an evaluation
of users’ profile by psychiatrists to access which user would be classified as having schizophrenia.  The
included studies used the content of the posts to train and test the models. They also used activity derived
markers  such as  friending,  check ins,  number  of  followers,  etc.  Used features  were chosen in  order  to
represent the symptoms of schizophrenia described in the literature. They were particularly focus toward the
identification of disorganized symptoms and cognitive abilities (Table 2). 

Discussionhttps://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]



JMIR Preprints Lejeune et al

Principal results
On a  statistical  basis,  the  included studies  reported  good to  excellent  performance.  Indeed,  the  several
metrics  they  reported  are  in  the  top  of  their  respective  range  (AUC,  accuracy,  sensitivity/specificity).
However,  this  accuracy  has  high  chances  to  be  biased  as  most  studies  did  not  have  access  to  clinical
diagnostic  to  train  the  models.  Most  studies  used  the  evaluation  of  social  media  profiles  by  trained
physicians to classify patients in different groups. Thus, we cannot conclude yet on the performance of AI to
detect patients with schizophrenia on social  media.  Two of the included studies that did have access to
clinical diagnostic  [30,31] showed the most conservative results (Table 3,  Table 4). The included studies
were heterogeneous, and some of them introduced very interesting new perspectives. After a first psychotic
episode, AI and social media could be used to monitor the clinical state of the patients and detect sooner a
relapse. This strategy has been studied by Birnbaum et al. team [30]. We also hypothesise it could be useful
with cohort of UHR patients. Social media provide a constant flow of data, which could in theory allow the
monitoring of large cohort of patients, and detect early signs of a psychotic episode. This tool could be
integrated in the care of these patients with their consent. 

Critical assessment of the machine learning methodology in the included studies
The problem we are considering in this paper is a binary classification problem (whether a user profile on
social media has schizophrenia) mainly based on textual data (the user’s posts). In this section, we are going
to introduce the key challenges we need to tackle given the collected data, analyse the methodology used in
the literature and present our Machine Learning methodology to solve this problem.

Key challenges to perform the statistical study
The first major obstacle that the statistician needs to tackle is the imbalanced dataset  [35]. Indeed, in the
included studies, the number of included controls is several times higher than the included cases. Thus, a
“naïve” binary classifier (RF, SVM, LR, etc.) should not be used. It would indeed tend to overestimate the
dominant class over the minor one. Moreover, the small sample size in the included studies suggests that
there is a chance that the probability distribution in clinical practice is different than the one in the training
set used for the experiments. 
The second challenge imposed by the data structure is the textual data. Indeed, unlike most problems, we
have to deal with what is called unstructured data, opposed to structured data where the features are well
organized in a table. Here, the data we consider is text (posts of the users) so it is by definition unstructured.
Therefore, Natural Language Processing techniques are called for to extract relevant features to be able to
run a Machine Learning classifier. This is often a very delicate stage as the researcher often introduces an
inductive  bias  when he  decides  what  features  to  extract  from the  data.  State-of-the  art  neural  network
algorithms like the BERT algorithm [36] is able to automatically extract features from textual data in what is
call a “pre-trained stage”. It is then trained to perform the desired classification task during the “fine-tuned
stage”.

Analysis of the methodology conducted in the literature
Most previous works introduced in the last section extract their features using NLP modules such as NLTK
[29,32] the LIWC package [33] or even older methods like the n-gram [28]. The major drawback of these
“Bag-of-words” techniques  [37] or Term Frequency-Inverse Document Frequency (Tf-IdF) methodologies
[38] is that they often vectorize the textual data only based on the words (and their statistics in the sentences)
without taking into account the grammar, the semantic relations between them and their context. Thus, these
feature  extraction  methods  fall  short  when  it  comes  to  capture  semantics  syntactic  information  or  the
sentiment of words [39].

Perspectives for future studies: our recommendations for Machine Learning methodology
At the light of the challenges we mentioned and the limitations of previous works, we present in this section
our approach to identify patients with schizophrenia based on social network activity. 
First  of  all,  we need to  address  the  imbalanced dataset  problem. Among the numerous approaches,  we
selected to use one of the most used method in practice called SMOTE  [40]. The idea is to balance the
dataset  by  creating  synthetic  samples  from the  minority  class  so  that  both  classes  end  up  being  more
balanced. Specifically, SMOTE selects an example from the minority class and its k neighbors (typically
k=5) and creates a synthetic example as the convex combination of these 2 data points. This procedure can

https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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produce as many synthetic samples for the minority class as needed and it guarantees that these created
examples are realistic as they close in feature space to the existing ones.
However, for this data augmentation technique to work, the feature space needs to be continuous which is
not the case of textual data. To alleviate this issue, we need to use what is called word embeddings. In NLP, a
word embedding is a continuous representation of a word, usually a real-valued vector, that encodes the
meaning of the word in a feature space [41]. Thus, 2 words with close meaning like “ill” and “disease” will
be closer in the feature space than 2 words like “ill” and “car”. Yet, the remaining difficulty is to create a
relevant embedding space. A popular method used in NLP is to use a pre-trained language model like BERT
[36] already introduced before. This algorithm has been pre-trained by Google on the concatenation of the 2
largest datasets: BookCorpus  [42], gathering 11,038 unpublished books and English Wikipedia gathering
6,427,217 articles. Not only does these high-quality embeddings allow us to use the SMOTE method to
augment the minority class, but they also allow us to represent the textual data in an informative feature
space. The latter will be used as input to our classification algorithm.
Finally,  we  need  to  define  the  binary  classifier  for  our  problem.  As  we  have  already  used  the  BERT
algorithm to create the word embeddings of the posts, the natural way would be to use it also as a binary
classifier. To do so, we need to “fine-tune” it in our own dataset adding a linear layer to the existing neural
network architecture.  This approach for text classification has demonstrated state of the art  results  on 8
widely studied text classification dataset [43]. 

Limitations of this study
We performed a systematic review of studies using machine learning to identify schizophrenia on social
media.  In regards of our hypothesis, the main limitation of our review is  the small  number of included
studies. At the time of submission of this paper, the published studies on this subject are limited and we are
not aware of any new study that would meet the inclusion criteria. Our review aim at evaluating the potential
of  this  technology as  a  new tool  in  the  care  of  patients  with  schizophrenia.  Therefore,  we used broad
inclusion criteria to include more papers. The included studies do not have all the same objective. Thus, their
results can’t be compared. However, it shows the variety of use of this technology. 
Most included studies (5/7) did not used the clinical diagnostic.  They used instead an evaluation of the
mental state of the included subjects with their public profile history and the content of their post. It is
unlikely that this method is efficient in identifying accurately patients with schizophrenia. Future studies
should use health data including medical diagnostic in order to be able to develop an accurate model. 
Furthermore, some of the included studies showed limitations in their methodology and in their choice of
ML algorithms. We analysed those limitations and used them to make recommendations for future projects. 

Ethical reflection and privacy 
These tools could be useful in several ways to improve the care of patients. We could monitor social media
activity of patients to detect sooner psychotic relapse. These tools could also be used to detect sooner a first
psychotic disorder in patients followed for high-risk of psychosis.
The use of machine learning to predict mental health disease raise ethical questions. In which context should
we use such tools? Patients should comply with the use of these tools and their data in their care. The use of
machine learning would be appropriate only if patients can consent to it. Furthermore,  many countries are
setting a regulatory framework on AI [44,45]. AI tools will have to comply with regulation laws in order to
be used in clinical setting. 
To be accurate, machine learning algorithms need to be trained on unbiased and massive data. To prevent
third-parties to use these technologies for other purposes, the safety of medical data is essential. 

Conclusions
AI brings new perspectives in research on schizophrenia. It could be used to monitor the clinical condition of
patients at-risk for psychosis or to detect relapse of schizophrenia by following patients on social media.
There are currently only a few papers published on this subject, and most of them do not allow to accurately
estimate the potential of this technology.  However, this technology could become a new tool in the care for
patients with schizophrenia, and in the end reduce the burden. It should be developed and used in regards
with ethical consideration and law regulation. 

Registration and protocol
https://preprints.jmir.org/preprint/36986 [unpublished, peer-reviewed preprint]
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