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∗IMT Atlantique, LabSTICC UMR CNRS 6285: {mathis.grangeon,fx.socheleau}@imt-atlantique.fr

†Ifremer: aurelien.ponte@ifremer.fr
†DGA: florent.le-courtois@intradef.gouv.fr

†SHOM: bazile.kinda@shom.fr

Abstract—Sub-mesoscale currents are of great interest for
oceanographers but unfortunately their observation is a very
difficult task. Lagrangian systems can be used to monitor them
and require the implementation of an acoustic signal processing
chain leading to the localization of each node of that system.
In order to help the design of the Lagrangian system prior to
sea trials, a simulation framework coupling the results of an
oceanographic model with a ray trace software is presented. To
illustrate the benefit of this framework, an experimental set-up
composed of 5 sources and 20 floats which are drifting for 15 days
is analyzed. A dataset of 358,000 frequency responses reflecting
sub-mesoscale dynamics is built up. From this dataset, relevant
statistics are calculated to define the best transmission parameters
of the acoustic sources and to choose the right ranging method. It
turns out that using pseudo-random sequences and allocating the
spectral resources with Code Division Multiple Access method is
a relevant design in our context. Also, it appears that a non-
coherent ranging processor gives the best performance.

Index Terms—Lagrangian systems, underwater acoustics, lo-
calization, signal detection, spectrum sharing.

I. INTRODUCTION

The upper layers of the ocean are a focal point for
oceanographers due to the complex physical dynamics that
occur there, including sub-mesoscale processes and internal
waves. Such features have a temporal scale varying between
1 hour and several days. Their spatial scale are less than
10 kilometers. These phenomena are particularly intense in
tumultuous oceanic regions. and are closely linked to the
transport of organic carbon and plankton. As our understand-
ing of these dynamics grows, so does our knowledge of
the underwater ecosystem. While several ocean circulation
models exist, observing these movements remains a challenge.
Fortunately, literature suggests that Lagrangian systems are
well-suited to overcome these hurdles [1]. By monitoring a
swarm of sensors drifting within sub-mesoscale currents, we
can create a detailed 3D reconstruction of the currents of
interest. Figure 1 shows an experimental Lagrangian system
with subsurface acoustic sources localized and synchronized
by GPS. After transmission, their signals are detected by
passive floats equipped with hydrophones, and these floats are
then geolocalized by triangulation.

Fig. 1: Scheme of a Lagrangian system

However, implementing this technique requires careful con-
sideration of design parameters. Seawater is highly absorbent
of electromagnetic waves, which means that acoustic signals
are the best option for transmitting information between
sources and floats. Due to relative motion between sources and
receivers, acoustic signals are impacted by Doppler effects.
This is accompanied by a multi-path effect due to the variabil-
ity of sound speed and the interactions with the surface and/or
the bottom, making the underwater acoustic channel (UAC)
multi-scale multi-lag (MSML) [2]. On the top of that, these
channel characteristics strongly depend on the period of time
and the zone where the system is deployed. The same applies
for the type of noise encountered and the available bandwidth.
This means that the signals and the processing must be adapted
to the drifting area in order to increase the accuracy of
the observations. In addition, signals transmitted by different
subsurface acoustic sources must not collide to achieve good
performance. The scheduling and spectrum sharing methods
must therefore be carefully designed.

To derive guidelines for the design of Lagrangian systems,
we built a realistic framework by coupling together oceano-
graphic and acoustic simulations. More precisely, we derived
transducers trajectories and sound speed field from a Coastal
and Regional Ocean COmmunity model (CROCO) [3]. These
are the inputs of a ray propagation model (Bellhop) [4] which
provides all needed variables to construct the channel time-
varying responses (TVR). In this way, each TVR takes into
account both spatial and temporal variability of the medium.
The objective of this paper is to promote the use of such a
simulator for the the design of Lagrangian systems. To do
so, we conduct a statistical analysis of the oceano-acoustic



simulator output to extract guidelines for the choice of (i)
the signal to be transmitted, (ii) the spectrum sharing method
between sound sources and (iii) the detection and ranging
algorithm at reception. A specific scenario corresponding to
the dynamics encountered during autumn 2010 in the Gulf of
Biscay is studied.

The paper is organized as follows. Section II describes the
simulator as well as the environment considered to design the
Lagrangian system. Section III introduces the signal process-
ing chain to locate the drifters and discuss the possible design
options. Section IV presents the results from which design
guidelines are derived. Section VI concludes by summarizing
our work and outlines the main remarks.

II. THE OCEANO-ACOUSTIC SIMULATOR

A. The need of a realistic environment

As mentioned in the introduction, our Lagrangian system is
supposed to drift within sub-mesoscale features, which have
specific dynamics such as currents or temperature variations
for example. Those particular dynamics have a strong impact
on the way acoustic signals propagate within their environ-
ment. In this section, we give more details about how we inject
sub-mesoscale dynamics into acoustic propagation model in
order to get a realistic dataset.

B. An oceano-acoustic dataset

The foundation of our numerical modeling of signal propa-
gation in UAC from sub-mesoscale structures is the results of
the CROCO model, with the configuration BOB1000 that is
the evolution of three-dimensional currents and tracers (tem-
perature, salinity) within the Gulf of Biscay [3]. The numerical
simulation grid has 40 stretched vertical levels and an approx-
imate horizontal spacing of 1km (curvilinear horizontal grid).
Forcings include tides (FES2014 [5]), atmospheric forcing
(ALADIN MeteoFrance [6]) and river discharges.

Figure 2 shows a snapshot of this oceanographic simulation
where 5 sources and 20 floats are drifting with the currents
derived from [3]. Float and source trajectories are performed
offline with the OceanParcels library [7] and hourly model
outputs fields. The drifter simulations are performed over a
time period of 15 days (2010/09/01 to 2010/09/15) and predict
the evolution of platforms released around an offshore location
(45N, 6W). All these propagation environments constitute a
large number of inputs for a numerical acoustic propagation
model, such as bellhop [4]. Using this software across all
oceanographic results completes our oceanographic dataset
from an acoustic point of view, providing signal arrival times
via the ray tracing method [8], [9]. The amplitudes of the
paths are also calculated, and knowledge of the position of
the floats and sources over time also gives us access to their
relative velocities and hence Doppler compression factor. For
each source-receiver pair over the 15 days of drift, a total
of 358,000 channel responses are modeled. The depth of the
sources is fixed to 5 m and the floats are drifting at 200 m
of depth. This placement corresponds to a sea trial where the
floats are in a zone of interest and each source is suspended
from a buoy by a cable. The frequency used for the ray traces

Fig. 2: Deployment example of an experimental system
(sources in red, floats in blue) on a temperature cartography
(18°C in blue, 20°C in orange)

Fig. 3: Example of an oceano-acoustic simulation snapshot

computation is 3750 Hz and we consider a 2.5 kHz bandwidth.
These spectrum settings were chosen in view of the targeted
propagation distances and the technology we could deploy.

III. SIGNAL PROCESSING CHAIN AND DESIGN OPTIONS

A. Problem formulation

Float localization is made possible by converting a set of
acoustic time series into georeferenced coordinates using time-
of-arrival (ToA) measurements. This conversion is usually
performed in four steps:

1) Each signal transmitted by the subsurface sources is
detected.

2) Form the detected signal, the channel parameters are
estimated (time-of-arrival, amplitude etc.).

3) By matching the estimated channel parameters with
those obtained with an acoustic propagation model, the
range between the source and the float are estimated.

4) Based on the set of estimated ranges, each float is then
localized by triangulation [10], [11].

In the sequel, we briefly review each step and discuss the
possible design options.



B. Signal detection and channel estimation

For a given float, the baseband signal yn(t) observed at
reception is either modeled as

H0 : yn(t) = w(t), (1)

when no signal is transmitted or as

H1 : yn(t) =

Ln−1∑
l=0

αn,lsn(t− τn,l(t))e−i2πfcτn,l(t) + w(t),

(2)
when sn(t) is the signal transmitted by the nth source. αn,l(t)
denotes the complex attenuation of the l-th channel tap, fc is
the carrier frequency and τn,l(t) is the delay assumed to be
a linear function of time described by an initial delay τ0n,l
and a drift εn,l (also called the Doppler scale or the time-
compression factor), so that τn,l(t) = τ0n,l + εn,lt. w(t) is
the additive noise. The UAC associated with this type of
observation is known as multi-scale multi-lag (MSML) [2],
[12]. The MSML model is quite comprehensive in terms of the
phenomena it models [13]. It reflects the multipath, Doppler
scaling and attenuation phenomena experienced by signals as
they propagate. Based on (2), the frequency response of the
channel can be expressed as

hn(f, t) =

Ln−1∑
l=0

αn,le
−i2π(f+fc)(τ0

n,l+εn,lt). (3)

Based on the observation yn(t) and the knowledge
of sn(t), the problem is first to decide between the
two hypotheses H0 and H1, and then, when H1 is
decided, to estimate the unknown channel parameters{
Ln,

(
αn,l, τ

0
n,l, εn,l

)
{l=0,··· ,L−1}

}
.

The literature proposes several methods for detecting signals
of interest and jointly estimating the parameters of the UAC
model (3). For example, in [14]–[16] the estimation is per-
formed with a matching-pursuit algorithm, taking advantage of
the fact that the UAC defined in (3) is sparse. Observations are
projected onto a set of compressed and delayed replicas of the
source signal (i.e. a signal subspace). In an iterative manner,
atoms in the subspace are removed from the observation, so
that the energy within the observation is reduced if signals
of interest are present. Detection generally works if some
prior knowledge about the channel, such as the signal-to-noise
ratio or the degree of sparsity is accessible. To overcome this
limitation, the author in [2] proposes to combine a matching-
pursuit algorithm with a generalized likelihood framework
[17]. Although these methods can be used to estimate the
channel frequency responses, their computational complexity
makes them difficult to be used on a large dataset such as
the one presented in Sec. II. A less complex approach is the
traditional bank of matched filters (BMF) with Doppler repli-
cas [18] that can be implemented with FFT-based filtering. As
shown in Sec. IV, it provides satisfying results in our context.
Choices must then be made on the following parameters to
maximize the detection and estimation performance:

• The signal sn(t) to transmit.

Fig. 4: Chirp Ambiguity function

• The spectrum sharing method to avoid collision between
signals.

• Range and resolution of the relative velocity that must be
captured by the bank of matched filters.

Unlike the first two parameters, the design of the BMF does
not call for specific arbitrage between several solutions. As
discussed in Sec. IV, the design will simply be chosen based
on the output of the simulator.

1) Signal to transmit: To get accurate estimates of the
channel parameters, the transmitted signal must have good cor-
relation properties in MSML environments. These properties
are fully described by the ambiguity function of transmitted
signal sn(t). Although, it exists a wide range of choices to
design our emission process, we here focus on chirps and
pseudo-random binary sequences, which are often used in
sonar applications [13], [19]. More specifically, we consider a
linear chirp and a Gold sequence of duration 0.5 s. The Gold
sequence is made of 1023 bits with a symbol rate of ≈ 2272
Bd and a root raised cosine filter with roll-off set to 0.1. Fig.
4 and 5 show the ambiguity functions of the selected signals.
Despite the strong correlation peak, one can also observe in
Fig. 4 that there is a coupling between the delay and the
Doppler compression. Thus, the chirp can be easily detected
but the estimation of its arrival time may be biased in case of
motion. On the other hand, the Gold sequence does not exhibit
coupling but its correlation peak is embedded in a correlation
clutter, making its detection more delicate. In addition to
their different properties, Gold sequences allow sources to
be differentiated by code division multiple access, which is
not the case with linear chirps. Nonlinear chirps are required
to use this method of spectral resource allocation, which
can complicate the coupling between delays and Doppler
compression.d

Sec. IV presents some results obtained with our oceano-
acoustic framework that are helpful in choosing between the
two options.

2) Spectrum sharing: As shown in Fig. 1, multiple sources
emits. This means that limited spectral resources must be
shared. In the underwater acoustic community, the channel
multiple access problem has usually been addressed in the



Fig. 5: Gold sequence ambiguity function

context of communication and networking. In this context,
spectrum sharing methods have been improved especially in
terms of bit rate [20], [21]. However, in our application, acous-
tic signals are the vectors for inferring position of the floats
and not to communicate in the strict sense. In this context the
multiple access method used in underwater acoustics are [22]:
• Time Division Multiple Access (TDMA)
• Frequency Division Multiple Access (FDMA)
• Code Division Multiple Access (CDMA)

This three techniques are illustrated in Figure 6. The main
objective of these techniques is to provide orthogonality be-
tween sources in order to differentiate them within the time
series sensed by the floats. The TDMA method does this
by allocating a period of emission to each sources. In our
system only the sources are synchronized via GPS. Also, since
the float position is unknown a priori, there is not guarantee
that the orthogonality will be maintained at reception due to
unknown varying propagation delays. This prevent us from
using this method. With FDMA, the orthogonality is achieved
by allocating a different sub-band to each source. This method
provides a perfect orthogonality but the sources having the
higher sub-bands are disadvantaged since the absorption is
more preponderant. Reducing the bandwidth also leads to
worse temporal resolution for ToA estimation. In contrast,
with CDMA all the sources use the total bandwidth so the
temporal resolution is better. In addition, CDMA exploits the
full frequency diversity offered by the channel as opposed
to FDMA. However, there is only a pseudo-orthogonality
between the sources. This results in potential inter-source
interference and near-far problems [23]. Again, to choose
the suitable method, our oceano-acoustic dataset can provide
useful information. For instance, results on the probability of
collision between sources and on the robustness to the near-far
effect are analyzed in Sec. IV.

C. Ranging

Ranging is commonly solved as an inverse
problem [24]–[27]. Based on the estimates{
L̂n, (α̂n,l, τ̂

0
n,l, ε̂n,l)l=0,..,L̂n−1

}
, the estimated channel

Fig. 6: Scheme of the method of spectrum resource sharing

frequency response at the time of transmission can be
derived and discretized in frequency to produce the vector
ĥn = [ĥn(f0), · · · , ĥn(fK−1)]T , where

ĥn(fk) =

L̂n−1∑
l=0

α̂n,le
−i2π(fk+fc)τ̂0

n,l . (4)

By comparing ĥn with the output of a channel simulator, the
range and the depth of the float can be inferred, provided that
the acoustic environment is well known. More specifically,
an underwater acoustic propagation model, like Bellhop [4],
is used to compute replicas of (3), denoted g(θ) for several
candidate positions θ = [r, d], where r denotes range under
test between the source and the float and d is the candidate
depth of the float. As depicted in Fig. 7, the matching
between the observation ĥn and its replicas is made with a
processor also called cost function, denoted c(g(θ), ĥn). By
applying it for several candidates, our replicas grid is turned
into an ambiguity grid which quantifies the match between
the observed frequency response and its replicas. The range
and depth position from the n-th source is then obtained by
solving

θ̂n = argmax
θ

c(g(θ), ĥn). (5)

The main design choice for ranging is then the cost func-
tion c. Two options are considered. A coherent processor
that keeps the phase information of the channel and a non-
coherent processor that removes the phase information from
the comparison. They can be expressed, respectively, as [27]

ccoh(g(θ), ĥn) =
|g(θ)H ĥn|2

‖g(θ)‖22‖ĥn‖22
(6)

and

cncoh(g(θ), ĥn) =
|g̃(θ)H ˆ̃

hn|2

‖g̃(θ)‖22‖
ˆ̃
hn‖22

(7)

where
ˆ̃
hn = F{|F−1{ĥn}|}, (8)

and
g̃(θ) = F{|F−1{g(θ)}|}. (9)



F and F−1 denote the discrete Fourier transform and inverse
discrete Fourier transform, respectively.

Fig. 7: Overview of the ranging method

D. Localization

Estimating the distance from a source to a single float is not
sufficient to accurately determine the position of that float. In
underwater acoustic (UWA), localization is usually achieved
by trilateration. More specifically, the float’s coordinates are
computed by solving an inverse problem over the estimated
distances and several candidate positions. Often the problem
solved is range-least square (R-LS), but other least square
methods can also be used [10], [11]. Despite the obvious
link between ranging performance and the localization method,
there is very little choice in this part of the processing chain
in terms of design, other than the number of sources that
can affect localization accuracy. Moreover, since localization
by solving R-LS problems provides quite good accuracy for
a reasonable computational cost, it is very suitable for our
framework.

IV. DESIGN GUIDELINES

The purpose here is to optimize the monitoring of our
Lagrangian system by determining the design of our signal
processing chain. In this section, all the points mentioned
above (transmitted signal, spectrum sharing...) are discussed
using appropriate quantities. This is an example of how
coupling oceanographic results with an acoustic propagation
model can be a powerful tool for conceptualizing ocean explo-
ration systems. The same approach can be used to focus the
analysis on other aspects and to derive other useful guidelines
for the design of other underwater acoustic systems.

A. Statistics on the oceano-acoustic simulation

In this subsection, we focus on the overall statistics about
the underwater environment to properly design the transmitted
signals and the spectrum sharing method as well as to tune the
BMF at reception. Fig. 8 shows the average distance between
the sources and the floats at every time steps of the oceano-
acoustic simulation. We can see that the average distance
tends to increase slowly. The mean distance ranges from a
dozen kilometers to twice that in 10 days. It is only after this
period that the floats really spread out relative to the sources.

Fig. 8: Mean distance between sources and floats as a function
of time

Fig. 9: Distribution of the ranges between sources and floats

This slow dispersion is also reflected in Fig. 9 that shows the
distribution of relative distances. We can see that the majority
of distances are around 15 km.

Also, Fig 10 shows that the majority of relative velocities
between sources and floats are between -0.5 and 0.5 m/s,
which also explains the slow dispersion of the system. These
observations indicate that the system that tends to remain
grouped despite several days of drift. This may cause inter-
source interference. In this case, the CDMA method may be
more complicated to use than the FDMA method, since the
last one provides a strict orthogonality between every sources.

Moreover, with the ToA and distance cross-distribution
shown in Fig. 11, we observe that, for the most common
distances, the ToAs are distributed around three clusters lo-
cated at 10, 15 and 20 seconds, respectively. This means that
UWA channels are likely to be frequency selective, due to the
multipath effects. This is an indication in favor of CDMA-type
spectrum sharing. This contradicts the previous suggestion.
Figures 8-11 are therefore not sufficient to define an adequate
transmission strategy for tracking the float pack. Nevertheless,
they illustrate the overall behavior of the system, highlighting
frequently encountered UWA channels. Finally, Fig. 11 shows
that almost all propagation times are less than a minute, which
is an indication of the periodicity of signal transmission for



Fig. 10: Distribution of the relative velocities between sources
and floats

Fig. 11: ToA distribution as a function of distance

tracking the floats. Figure 10 shows that the relative velocities
are all between -0.5 and 0.5 m/s, allowing us to tune the
Doppler replicas of the BMF.

B. Choice of the emitted signal

To deepen the design of our Lagrangian system in terms
of transmitted signal, we present the robustness of the cost
function (6) and (7) to noise and inter-source interference.
The following results have been obtained at the float positions
returned by our simulation, with the signals presented in Sec.
III-B. More precisely, these transmitted signals are filtered
with the 358,000 channel responses of the oceano-acoustic
providing 358,000 signals at reception. Then, either noise
or interference is added to the signals at reception. After
the signal detection and the channel estimation is done, the
coherent and incoherent cost functions are computed. In this
way, the performance of our processors all over the oceano-
acoustic simulation is obtained. Fig. 12 shows the average
performance over the whole simulation as a function of SNR
for both the chirp and the Gold sequence. The values of
the processors are computed at the right location. It shows
that the coherent processor (6) gives the poorest performance,
indicating that the phase of the received signals is difficult

Fig. 12: Average processors performance as a function of SNR

to estimate. This is particularly true for the chirp since its
ambiguity function 4 shows that ToA estimation depends on
the Doppler scale factor. This suggests a preference for the
non-coherent processor for ranging. We also observe that Gold
sequence provides the best correlation between simulation
results and our observations with the BMF. In light of these
observations, our performance study is then conducted by only
considering the case of the non-coherent processor employed
with the Gold sequence.

C. Choice of the spectrum sharing method

As discussed in Sec. III-B2, to fully define the emission part
of our Lagrangian system, we must decide between FDMA
and CDMA to share the spectral resources between our several
sources. To do so, the resistance of CDMA to the near-far
effect dur to inter-source interference as well as a probability
of signal collision must is analyzed next.

Fig. 13 represents the average performance of processor
(7) with the Gold sequence as a function of the signal-to-
interference ratio (SIR) defined as

SIR = 10 log10

 ∫
R |xn(t)|

2
dt∑

m 6=n

∫
In |xm(t)|2 dt

 (10)

where xn(t) denotes the received signal without noise, i.e.
xn(t) = yn(t) − w(t) and In = supp (xn(t)) is the support
of xn(t).

These results are obtained with a SNR of -5 dB. For
this pessimistic scenario, we observe that the inter-source
interference phenomenon significantly deteriorates the channel
estimation as soon as the SIR is lower than -8 dB. In other
words, as long as the power of the interference is less than six
times than the power of the signal of interest, the performance
is not significantly affected.



Fig. 14: Distribution of the SIR

Fig. 13: Non-coherent processor as a function of signal-to-
interference ratio

Figure 14 presents the SIR distribution all over the oceano-
acoustic simulation. It shows that almost all SIR are greater
than -8 dB. This is emphasized by Fig. 15, which shows
that the probability of having a SIR below 0 dB is almost
zero. These results suggest that the inter-source interference
phenomenon is not strong enough to degrade the channel
estimation process and our ranging method.

To further analyze the effect of interference due to colli-
sions, we also measure the proportion of the signal of interest
that is affected by interference. This is measured by the
following metric

Rnrj =

∫
Jn
|xn(t)|2 dt∫

R |xn(t)|
2
dt

(11)

where Jn =
⋃
m6=n

(supp(xm) ∩ supp(xn)).

The distribution of Rnrj as a function of the SIR is shown in
Fig. 16. As expected, the greater the overlap between signals
the lower the SIR. However, the most common behavior is
that the SIR is around 0 despite a few amount of interfered
energy. This is explained by the fact that when signals from
different sources collide, only the secondary paths are affected
by the main paths of the interfering source.

Fig. 15: Cumulative distribution function of the SIR

Fig. 16: Rnrj and SIR cross-distribution

In summary, the inter-source interference phenomenon
mainly concerns the secondary paths, which are also the
most difficult to detect. From this point of view, inter-source
interference is really not predominant in our simulation. That
is why it is preferable to use CDMA-type spectrum sharing.

V. CONCLUSION

To design a Lagrangian system for exploring mesoscale
and sub-mesoscale ocean structures, we have introduced a
simulation framework coupling oceanographic results with an
acoustic propagation model. This framework is intended to
be as representative as possible of the true environment in
which the system evolves. To demonstrate the usefulness of
this simulation, we have detailed the signal processing chain
leading to the localization of the float swarm and proposed
different options to optimize it. Simulations show that using
Gold sequences with a CDMA type of spectrum sharing
proves to be a relevant transmission choice for our localization
process. By using the whole band, the transmission process
is more resistant to frequency selectivity and the temporal
resolution of the ToA estimation is also improved. Despite
the risk of collision between signals, transmission is resistant



to interference down to an SIR level of -8 dB. Also, it appears
that secondary paths of the frequency responses are the more
impacted by collisions.

In this paper, we have shown how the coupling of acoustic
and oceanographic knowledge can be an interesting tool in
the design of marine applications. For future work, we plan
to study the float localization error with our simulation frame-
work and incorporate uncertainties. Depending on these future
results, sea trials may be conducted.
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