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Abstract
Complex systems represented by multivariate time series are ubiquitous in many
applications, especially in industry. Understanding a complex system, its states and
their evolution over time is a challenging task. This is due to the permanent change of
contextual events internal and external to the system. We are interested in representing
the evolution of a complex system in an intelligible and explainable way based on
knowledge extraction.

We propose XR-CSB (eXplainable Representation of Complex System Behavior)
based on three steps:
(i) a time series vertical clustering to detect system states,
(ii) an explainable visual representation using unfolded finite-state automata and
(iii) an explainable pre-modeling based on an enrichment via exploratory metrics.

Four representations adapted to the expertise level of domain experts for acceptability
issues are proposed. Experiments show that XR-CSB is scalable. Qualitative evaluation
by experts of different expertise levels shows that XR-CSB meets their expectations in
terms of explainability, intelligibility and acceptability. This work was presented at
KDIR@IC3K 2022 available at the QR code bellow.

Introduction & industrial context

XR-CSB method: EXplainable Representation of Complex System Behavior Experiments & Results

Problem formulation

Thermal power 
station

A 3-step methodology: 

1) Vertical clustering: independent 
of the size of time series ==> 
complexity control

2) Pre-modeling explainability: 
explanatory metrics, speed, velocity, 
acceleration

3) Visual explanation Intelligible 
for human experts that can be
evaluated via qualitative 
experiments

Company 1: Data scientists
Different perception of the 
acceptability of a representation
according to:
• the profile of the company’s experts
• the apriori knowledge of the domain
• the technical experience with the 
subject

• Neophyte profiles of a domain prefer
more information about the complex
system (Company 2)
• Experts familiar with the subject seem
not to need this information there
(Company 1)

Highlighting the important trade-off 
between:
•the performance of AI approaches vs.
the relevance of the visual explanations
and its intelligibility

XR-CSB method allows generating an 
explainable and intelligible visual
representation of the behavior of a 
complex system that interfaces with
experts as well as neophytes

Main findings

Preference for multi-modal explanations, 5-10 states

Originalities

Company 2: HCI, little experience in AI

Dataset: Time series: 92 sensors / Time step: 10 min / Whole duration: 3 years
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