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Abstract
This paper presents the early stages of a growing corpus of psychiatric interviews from help seeking patients referred to an early detection
and intervention center for psychosis. In order to contribute to the practitioner’s diagnostic, we focus on a new method of automatic
comorbidity detection in the corpus. Among the novelties of this method is the fact that it is based on syntactic features of paralinguistic
data (interjections and pauses). We use the formalism of dependency syntax, a brief description of which we provide in the paper.
Considering the (currently) small size of the corpus, our intention is to prove the applicability of the method rather than to obtain general

results about the relevance of syntactic indicators.

1. Introduction

According to the 2001 report of the World Health Organi-
zation, psychotic disorders (among which schizophrenia)
are one of the main public health problems (Anderson,
2019). They are the third disease in terms of disabilities
for individuals (Rossler et al., 2005). This chronic and
disabling pathology has an important functional and social
impact. It may lead to addictive and self-harming behav-
iors and brings about severe pain in the patients and their
relatives. Schizophrenia is a disease that sets in progres-
sively and at various speeds from one individual to another.
The symptoms are diverse and unspecific in the stage pre-
ceding the prodromal phase (Yung and McGorry, 1996).
In addition, these disorders often arise during adolescence
which is characterized by upheavals. The evolutive course
of schizophrenia is as follows: the premorbid phase, from
birth of the patient until the emergence of the first signs;
the prodromal phase during which appear scarcely specific
first signs of the disease; these unspecific symptoms grad-
ually increase in intensity and specificity during the phase
that precedes the clear psychotic symptoms. Eventually, the
psychotic phase arises with the known first psychotic signs
that determine the onset of psychosis. The active phase of
schizophrenia is characterized by a sheaf of very variable
symptoms:

1. positive symptoms: delirious ideas and hallucinations;

2. negative symptoms: social withdrawal and cognitive
deficits;

3. disorganization syndrome: contact disorder.

About 600,000 people are currently (early 2020) diagnosed
with this disease in France! and it is notable that one out
of two patients attempts to commit suicide during the evo-
lution of the illness (Castelein et al., 2015). Furthermore,
marijuana abuse correlates highly with the risk of develop-
ing the disease by doubling it (Krebs et al., 2019). Itis a
complex disease the physiopathology of which remains lit-
tle known. The current world-wide dominant explanatory

lhttps ://www.inserm. fr/
information—-en-sante/dossiers—-information/
schizophrenie
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model is the diathesis-stress model that combines two fac-
tors: intrinsic vulnerability and stress originating in lived
experiences (Howes and McCutcheon, 2017; Bernardo et
al., 2017; Pruessner et al., 2017; Millman et al., 2018).
Nevertheless, the underlying mechanisms still need to be
explored.

The duration between the appearance of the first clear psy-
chotic symptoms and the first access to care is on aver-
age two to five years when considered on a world-wide
level (differences between various regions being quite im-
portant). This period is commonly called “duration of un-
treated psychosis” (DUP) (Fusar-Poli and others, 2013).
Efforts head towards an early treatment and a reduction of
the DUP. Indeed, the early identification and rapid interven-
tions during the evolution of a psychotic disorder seem to
maximize the therapeutic effects and improve the patients’
quality of life (McGlashan and Johannessen, 1996). During
this phase, warning signs prior to the active phase of the
disease can be detected, and this results into optimization
of care and reduction of the DUP (Olsen and Rosenbaum,
2006). It is these very symptoms that lead patients to medi-
cal centers and draw the attention of medical staff for early
detection. The patients with unspecific symptoms hinting at
the onset of schizophrenia are referred to specialized con-
sultations at centers for early detection of psychosis, for
the sake of a further evaluation of each patient’s symptoms.
The populations involved are young adults and have previ-
ously demonstrated, for the most of them, a suicidal idea
or gesture, or behaviors impacting their emotional, social
or professional life (Hutton P, 2011). Various studies have
resulted into the development of assessment tools (Olsen
and Rosenbaum, 2006; Schultze-Lutter, 2009; Yung et al.,
2005).

1.1.

Speech, and therefore language, is one of the key elements
that clinicians can draw on during psychiatry consultations
in order to better understand the patients’ psychological
conditions. Psychiatrists are often led to study its pho-
netic, syntactic and semantic features, which are likely to
reveal pathological conditions. Patients with schizophre-
nia may demonstrate thought disorder, i.e., disorganized
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thought, which is a characteristic element of this disease. It
has been shown that speech analyses can measure thought
disorder (Mota et al., 2012). Techniques of computerized
speech analyses such as latent semantic analysis, discourse
analysis using graph theory and structural discourse analy-
sis have demonstrated a decrease in coherence in patients
with schizophrenia correlated with the clinical evaluations
and an identical or higher accuracy of diagnosis (Mota et
al., 2012; Hoffman et al., 1986; Elvevag et al., 2007).
Through these approaches the first-degree relatives of pa-
tients with schizophrenia can be distinguished from con-
trol subjects (Elvevag et al., 2010), and subtly disorga-
nized elements in high-risk patients’ speech—which pre-
dicts a transition to psychosis—stand out (DeVylder and
others, 2014). It has been shown that a combination of
semantic and syntactic analyses can predict with reason-
able accuracy the transition to schizophrenia and seems
to be more efficient than the standard clinical evaluation
(SIPS 79%) (Bedi et al., 2015), This method has been
replicated in an independent cohort (with an accuracy of
83%) (Corcoran et al., 2018). Prosodic analyses led by
different international teams on psychiatric comorbidities
have focused mainly on the fundamental frequency (FO)
and speech rate (Scherer and Binziger, 2004; Audibert
et al., 2005; van den Broek, 2004; Moore et al., 2003).
(Silber-Varod et al., 2016) have in common with our ap-
proach the fact that they consider pauses and disfluencies in
anxiety comorbidities—nevertheless their work is mainly
based on prosodic characteristics, while we focus on syn-
tax.

1.2. Psychosis risk assessment

Within the scope of consultations for early detection and in-
tervention, numerous patients are received and have gained
access to further assessment of their disorders. The cen-
ters for evaluation of risk for psychosis receive patients ad-
dressed to them by health, social and care partners who are
often helpless before the emergence of a non-constituted
psychiatric disorder which manifests itself through an un-
specific and polymorphic symptomatology (Le Galudec et
al., 2014).

Patients received in our center for early detection (at the
Adolescents and Young Adults Mental Health Department,
Brest Medical University Hospital) are assessed by a mul-
tidisciplinary team including, but not limited to, a psy-
chiatrist, a psychologist, a nurse and a neuropsycholo-
gist (Bazziconi et al., 2017). The initial evaluation allows
identification of a risk level and the establishment of a per-
sonalized care protocol, adapted to the intensity of the dis-
orders. A biannual reevaluation is proposed for two years in
order to identify potential aggravations of the disorders and
any possible onset of psychosis. This transition of the sta-
tus of patients “at risk for developing a psychotic disorder”
to the onset of a confirmed psychotic pathology is called
“transition to psychosis”. Indeed, 24% of the patients at
risk develop a psychotic disorder within the following two
years and 33% within the following three years (Bazziconi
etal., 2017).

It should be noted that the prevalence of comorbidities,
especially mood disorder, anxiety and addiction, is very
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high (Bazziconi et al., 2017). It is important to identify co-
morbidities so that patients can have access to appropriate
care.

1.3. Comorbidities

Comorbidities are evaluated using a standardized clinical
interview, i.e., the Mini International Neuropsychiatric In-
terview (MINI) (Sheehan et al., 1998). The following dis-
orders are explored:

A. Major Depressive Disorder, which we subdivide into:
A;. Major Depr. Disorder w/o Psychotic disorder
As. Major Depr. Disorder w/ Psychotic features

B. Dysthymia

C. Suicidality

D. (Hypo)manic Episode, which we subdivide into:
D;. Hypomania
D5. Mania

E. Panic Disorder

F. Agoraphobia

G. Social Phobia

H. Obsessive Compulsive Disorder

I. Post-traumatic Stress Disorder

J. Alcohol Dependence/Abuse

K. Drug Dependence, which we subdivide into:
K;. Opioids
Ks. Cocaine
K3. Cannabis
K,. Sedatives

L. Psychotic Disorders

M. Anorexia Nervosa

N. Bulimia Nervosa

O. Generalized Anxiety Disorder

P. Antisocial Personality Disorder

We have grouped the psychiatric comorbidities listed above
into three groups depending on the nature of the disorders,
in order to make it possible to carry out statistical analyses
on a limited number of samples: anxiety disorders (ANX)
(E, F, G, H, I, O); thymic disorders (THY) (A, B, C, D);
and addictive disorders (ADD) (J, K, M, N). Comorbidities
L and P have not been explored in the present study.

1.4. Project Framework

The results presented in this paper enter into the frame of
a research project on informal speech analysis involving
all of the patients referred to the early detection and in-
tervention center. The research protocol (NCT03525054)
was submitted to, and accepted by, the Institutional Review
Board (Comité de Protection des Personnes Est-1II, N CPP:
18.04.03). It provides a recording of the initial medical
clinical interview and a two-year follow-up.

In the following we will first give a short introduction to the
specific tool we will be using, namely syntactic dependency
relations (§2). After that we will describe our corpus and
methodology (§3) and the results we obtained (§4). We
conclude with a very short conclusion.

2. Dependency Grammars

In the 19th century two linguists from New York, Alonzo
Reed and Brainerd Kellogg, introduced a method for rep-



resenting syntax relations in a graphical way involving
only words occurring in the sentence, and thus avoiding
the use of word groups. These diagrams were used in
schoolbooks starting from 1877, and lasted way into the
20th century. We don’t know whether Lucien Tesniére,
a French linguist who studied linguistics in Leipzig, Ger-
many, was aware of their existence, but in the late thir-
ties he started working on a new syntactic theory also
based on relations between words, which was published
after his death (Tesniere, 1959). At that time, linguists
were mainly focused on Chomsky’s generative transfor-
mational grammars, and so Tesniere’s work drew almost
no attention outside France. And it would probably stay
that way, were there not a researcher from Rand Corpora-
tion, David Hays, who introduced Tesniere’s ideas to the
still young community of computational linguists through
a presentation at the notorious UCLA symposium on Ma-
chine Translation in 1960 (Hays, 1960), a paper in the Lan-
guage journal in 1964 (Hays, 1964) and, finally, in a book
that happened to be the first book dedicated to computa-
tional linguistics (Hays, 1967). It was he who introduced
the terms dependency grammar and dependency relation.
After Hays, the use of dependency grammars continued to
spread and nowadays one can reasonably say that they have
largely supplanted methods based on constituents in NLP
processes (Kiibler et al., 2009; Osborne, 2019). Depen-
dency grammars have already been used in the psychiatric
domain, for example in (Tanana et al., 2016) where motiva-
tional interviewing sessions have been coded via computer.

In a dependency grammar, each sentence has a head (usu-
ally the verb) that is the root of a directed tree of depen-
dency relations. Edges are directed in such a way that one
can draw (directed) paths from each leave to the root. Every
edge has a tag, called dependency nature, which describes
the relation between the dependent (source of the edge) and
the governor (target of the edge). Here is a dependency tree
example, taken from the French Treebank Corpus (Abeillé
et al., 2003):

suj

aux.pass

il de réver

est toujours

permis

We notice in this example (“It is always allowed to dream”)
that the participle “permis” is the root of the sentence, and
that it governs:

o the pronoun “il” as its subject (suj);

e the verb “est” as its auxiliary verb (aux.pass);

e the adverb “toujours” as a modifier (mod);

o the preposition “de” as its object (obj).

[T

Furthermore, we see that “réver” is governed by “de”
through a prepositional object (obj.p) dependency relation.

2.1. Interstitial Dependency Crossings

Haitao Liu, in (Liu, 2008), explores dependencies from a
cognitive point of view and defines a language complexity
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measure (MDD = mean dependency distance) that quan-
tifies the fact that a sentence such as “The man the boy
the woman saw heard left,” although being grammatical,
is more difficult to understand than the equivalent “The
woman saw the boy that heard the man that left” (the for-
mer has an MDD value of 3 and the later an MDD value
of 1.4). By the definition of MDD as the average distance
between governor and governed, the more “long-distance”
dependencies we have, the higher is the MDD value.
Furthermore, dependencies do not overlap, so that we have
an irreflexive, asymmetric and transitive relation < between
them: (¢ — b) < (¢ — d) when (pos(a < pos(c) and
pos(d) > pos(b)) or (pos(a) < pos(c) and pos(d) >
pos(b)). In the example above, we have (toujours — per-
mis) < (est — permis) < (Il — permis). The relation x < y
also implies that length(z) < length(y).

The binary relation < is a partial order so that we can build
a lattice the nodes of which are dependencies and edges
represent <. The lengths of paths in this lattice can be vi-
sualized in the dependency tree by drawing vertical lines
between words:

1 2 3 1 1
| =
[ /—@ (oji.p)
1l est toujours permis de réver

Here, the fact that (toujours — permis) < (est — permis),
which is path of length 2 in the lattice, is represented by the
fact that the second vertical line crosses two dependencies.
Similarly, the the path of length 3 (toujours — permis) <
(est — permis) < (Il — permis) in the lattice, is represented
by the fact that the third vertical line crosses three depen-
dencies. As we see, the number of crossings increases when
we approach the root from the left since many dependencies
targeting the root accumulate, while on the right, because
of adjacency between nodes, the crossing number remains
low.

Besides the number of crossings, we also use the nature
of crossed dependencies in our calculations, e.g., {suj},
{suj,aux.pass}, {suj,aux.pass,mod} on the left and {obj}
and {obj.p} on the right, in the example above.

The reason we are interested in interstitial crossings is that
in our corpus, besides words we also have paralinguistic
elements, such as interjections and pauses, which occur in
interstitial positions.

Our hypothesis is that interstitial positions with a high
crossing value are “strategic” and that placing “intruders”
(interjections, pauses) in them can be as indicator of some
kind of disorder. As we will see, in our small corpus, the
combined number and nature of crossed dependencies over
a pause or an interjection prove to be comorbidity indica-
tors.

2.2. Parsing Informal Text

One of the major difficulties of this project was the inability
of parsers trained on standard language corpora to parse in-



formal text. We will illustrate this by the syntactic analysis
of a typical informal French utterance (by patient #44):

et apres ¢a du coup j’ai rien fait

meaning roughly “and after this I haven’t done anything”.
This is a complete turn of the patient, located at approx. the
end of the first third of the interview.

Here is the result of the (quite popular) spaCy ana-
lyzer (Choi et al., 2015):

fait
N

rien
PRO

ai
PRO V

et
CcC

apres
ADP

ca du
PRO  DET

coup i
N

As the reader can see, the word “fait” is taken to be the
root of the sentence, but, it carries not a verb tag but a noun
tag. Furthermore, the pronoun “rien” is considered as its
subject. Also, it is stated that “fait” has a second subject,
at the beginning of the sentence, namely the word “ca” (a
contraction of “cela”), which is a demonstrative pronoun.
It is a strange fact, that “fait” has been chosen to be the root
of the sentence but is not tagged as a verb.

The output of the Stanford parser (5/10 2018 version)
(Manning et al., 2014) is somehow better:

et aprs ¢ de e coup j ai orien fait
CC ADP PRO ADP DET N PRO V PRO N
This time it is the auxiliary verb “ai” which is chosen as

root of the sentence, and “fait” is its direct object—it is,
once again, considered as a noun. Notice that the Stanford
parser decomposes “du” into “de le”: a preposition and a
determinant. The pronoun “¢a” is governed by the root, and
the nature of its dependency is that of a modifier, although
it would be more natural to take the preposition “apres” as
modifier and to let it govern “¢a” as an prepositional object.
The next output comes from the Talismane parser (Urieli,
2013) and is much better in detecting POS tags:

{dep.coord}

J9N

t apres ca du coup j
PRO  P+D CL

rien
PRO

ai
\Y
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Here it is, surprisingly, the coordination particle “et” which
is chosen as root of the utterance, but instead of letting “et”
govern the adjacent preposition “apres,” Talismane con-
nects “et” with the other extremity of the utterance: the
participle “fait” (this time, correctly recognized as a verb).
Strangely, the preposition “apres” is considered as the sub-
ject of “fait”. Otherwise, the parse is correct, and one can
notice a split of the utterance into two groups: in the left
group, dependencies are adjacent, while in the right group,
they are all governed by the verb “fait,” which therefore acts
like a root, without been fagged as a root, probably because
Talismane postulates that there can be only one root in an
utterance.

The fourth result comes from the very recent package
Stanza (with GSD corpus) (Qi et al., 2020). As the reader
can see, Stanza avoids all errors made by the other tools we
tested: “fait” is detected as being a verb tagged as the root
of the sentence, is its subject and “rien” its object:

73321

J

fait
'

et
Ccc

apres
P

¢ e I
PRON AD  DET

coup
N

J a rien
PRON  AUX  PRON

But again, similarly to the other tools, Stanza considers that
there must be only a single root in a sentence and a single
dependency tree, therefore we have long (and not very rel-
evant) dependencies between “et” and “fait” and “ca” and
“fait”.

The fifth and last result we present is the output of
grew (Guillaume and Perrier, 2015), a tool based on the
technique of graph rewriting (Bonfante et al., 2018):

To0t|

et apres coup
CC P N

i ai ren fait

PRO P+D CL V. PRO V

Here, the POS tags are the same as in the Talismane ex-
ample, since the syntax parser grew uses Talismane as its
preliminary POS tagger. We notice immediately that grew
has indeed recognized the two groups (which Talismane has
also noticed but was unable to separate) and has tagged
them separately, each one with its own root. Besides the
fact that “du coup” could be considered as a secondary in-
terjection and governed by “et,” this analysis is by far the
most pertinent, and for this reason we have chosen this tool
for our project.

Before closing this section we would like to insist on the
fact that this comparison of five renowned syntax parsers
is de facto unfair since we are using them for something
for which they have not been developed, namely for the



Table 1: Comorbidity values of our corpus’ patients

ID | Gender Duration | Ay A» B C Dy Do E F G H I J Ky K- K3 K4z L M N O P | THY ANX ADD
15 F 47729” 0 0000 0100000O0OTO0OO0OO0O0OO0OO0OO0OO 0 1 0
21 M 47'45" 1 0000 01001000 O0O0O0O0OO0OO0OT1O0 1 3 0
23 F  43'50” 1 0100 1 0O0000O0O0O O O OOOOT1O 3 1 0
25 M 30’59 1 0020 0000000O0OO0OO0O O0OOOO0OT1DO0 3 1 0
27 M 25’05 1 0020 01000000 01 O0O0O0O0O0T1O0 3 2 1
28 M 2726” 0 0100 1010000O0O0O0O0OO0OO0OO0OT1O 2 2 0
30 M 63'08" 01010 01000000 O0T1T O0O0O0O0OO0O 2 1 1
44 M 43/13” 0 0001 0000100O0O0OT1TO01O0O0O00O0 1 1 2

analysis of transcribed informal speech utterances. Possi-
bly some of them would give better results if the utterance
had been properly punctuated, but we preferred—as does
also (Blanche-Benveniste, 1990)—not to use punctuation
since it is not introduced by the patient but by the secretary
transcribing the interview.

3. Corpus and Methodology
3.1. The corpus

Our corpus consists of eight patient interviews, of a du-
ration between 25 and 63 minutes. In Table 1 the reader
can see characteristics of the patients (gender) and of the
interview (duration) as well as the values of standard co-
morbidities (A-P). As mentioned above, we have grouped
comorbidities in three groups, as follows:

THY Thymic Disorders (comorbidities A, B, C, D);
ANX Anxiety Disorders (comorbidities E, F, G, H, I, O);
ADD Addictive Disorders (comorbidities J, K, M, N).

Interviews have been recorded and transcribed by a med-
ical secretary, following conventions for interjections and
paralinguistic respiration given in (Bigi, 2015). These tran-
scripts have been proofread and edited by an independent
proofreader.

3.2. Methodology

Each recorded interview is segmented into turns between
caregiver and patient, and only the latter is kept for further
analysis.

Once the transcription has been carefully verified, the two
data streams (sound and text) are supplied to SPPAS (Bigi,
2015), which produces a file with timestamped phonemes,
words in standard orthography and words in phonemic rep-
resentation.

But SPPAS does not capture pauses and gaps/lapses. We
therefore use Praat (Boersma and Weenink, 2001) on a
noise-filtered version of the sound file to detect pauses and
gaps/lapses, and then introduce them into the timestamped
phoneme and word data. Praat provides us also with en-
ergy, pitch, F1 and F2 data, which align with phonemes
and words.

In a different data flow (see Fig. 1) we remove interjec-
tions from the transcribed text and perform POS tagging on
the result using Talismane (Urieli, 2013; Urieli and Tanguy,
2013), followed by dependency parsing using grew (Guil-
laume and Perrier, 2015). This process provides us with
(relatively clean) CoNLL data.
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We then align the two data flows (data provided from
SPPAS and data in CoNLL form) using the Needleman-
Wunsch algorithm as implemented in bioPython. This pro-
vides us with a timestamped version of the CoNLL data.
We then use the timestamps of pauses and interjections to
study their crossing with syntactic dependencies.

3.3. Definition and Rationale of PIDC and IIDC

Let us consider the dependency syntax forest? of a given
utterance P. As the reader can see in Fig. 2, in an utterance
(taken from patient #44) such as

les mamans s’inquietent toujours et les mamans
embétent toujours ce genre-la quoi soyez zen
écoutez

words “quoi” and “écoutez” are not connected to the syn-
tax tree of the two coordinated sentences “les mamans
s’inquietent toujours” and “les mamans embétent toujours
ce genre-la” (“quoi” and potentially “ce genre-la” could
also be considered as secondary interjections). We there-
fore do not have a single syntax tree but tree fragments of
varying sizes.

The primary interjection “hein” has not been used for the
calculation of syntax dependencies, since we have removed
it earlier in the process and reintroduced it afterwards. In-
deed, we remove all primary interjections in order to obtain
dependencies that are closer to the speaker’s intention (and
to avoid misinterpretation by the syntax parser which has
been trained on a corpus without interjections).

The IIDC (Interjection Interstitial Dependency Crossings)
method consists in re-introducing interjections into the syn-
tax tree by using their timestamps and observing crossings
with dependency relations. As the reader can see in Fig. 2,
primary interjection “hein” crosses a dependency relation
between the noun “mamans” acting as a subject, and the
verb “inquitent,” which is the root of the tree fragment.
Another interjection (secondary, this time), “quoi,” is not
crossing any dependency relation since it is located be-
tween distinct syntax trees in the forest.

We act similarly for pauses: PIDC (Pause Interstitial De-
pendency Crossings) is the same method applied to pauses
(i.e., silences internal to each patient’s turn): by their times-
tamps we align them with the syntax tree fragments and find
crossings between them and dependency relations.

Our hypothesis is the following:

>We call it a forest because of the lack of connectivity, as in
the example in §2.2.
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les mamans hein s’ inquietent toujours et les mamans embétent toujours ce genre-la quoi soyez zen écoutez

Figure 2: The same utterance (patient #44) visualized in Praat (phonemic alignment) and annotated by syntactic dependen-
cies. The primary interjection “hein” crosses the “suj” dependency “mamans” — “inquietent”. The secondary interjection

“quoi” does not cross any dependency relation.

Interjection Interstitial Dependency Crossings and
Pause Interstitial Dependency Crossings can serve as
indicators of the patient’s linguistic disorganization.

We measure:

1. the number of dependencies crossing interjections or

pauses;

2. the nature of these dependency relations.

We define
pause duration

PIDC := (#crossings) x ;
( ) utterance duration

interjection duration

IIDC := (# i X
(#erossings) utterance duration ’

and for a given set of dependency relations S we define:

pause duration

PIDC; := (#crossings in S) x ;
s = (#crossings in 5) utterance duration

interjection durati
IIDCg := (#crossings in S) x [Teljecton curation

utterance duration
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Besides PIDC and IIDC, we have calculated PIDCg and
IIDCg for three sets of dependency relations: {det,suj},
{det}, {obj.p} and {suj}. The justification of these choices
is as follows.

In the French Treebank Corpus (Abeillé et al., 2003) (which
is the most important publicly available dependency-
annotated French corpus), among the most frequent rela-
tions we note the following:

nature frequency avg dist. dep./gov.

mod 120,741 4.1937
obj.p 90,400 1.7511
det 85,154 1.1987
suj 35,402 4.2315

The “mod” (modifier) dependency is very frequent but can
take various forms: in 26% of cases the dependent word is
an adjective, in 22% of cases a preposition, in 20% of cases
an adverb and in 18% of cases a word, and all of these can
be located at a certain distance from their governor, there-
fore the existence of a pause or an interjection between de-
pendent and governor is not necessarily significant.



On the contrary, the “obj.p” (prepositional object) depen-
dency is actually the equivalent of case government (for
cased languages) and therefore, according to (Osborne,
2019, p. 142), it is technically a type of morphological de-
pendency rather than a syntactic one. It is very stable in
terms of POS tag (86% of its dependents are nouns) and
the distance between dependent and governor is quite small
(1.7511 in average). Its morphological nature and its po-
sitional characteristics lead us to formulate the hypothesis
that the crossing of an interjection or of a pause with an
obj.p dependency is very likely to reveal disorganization.
The “det” (determinant) dependency is also quite suitable to
reveal disorganization: the list of determinants is very small
and they are very close to their governor (1.1987 in average,
that is the smallest average distance above all relations).
Finally the “suj” relation is an important one since (expect
in the imperative mode) every French verb necessarily has
a subject. We investigate this dependency relation, despite
its high distance between dependent and governor (4.2315
in average).

4. Results

We performed a Spearman correlation test on the comor-
bidity values of the three categories THY, ANX and ADD
vs. the various indicators we calculated. Here are the most
pertinent results.

We display below the Spearman rho value (and p-value to
attest the significance of the results) for comorbidity groups
and crossing between pauses/interjections and specific de-
pendency groups:

pause/interj. {depend.}  group. rtho p-value
pause {obj.p} ADD  0.8660 0.0054
pause {det} ADD  0.7735 0.0254
pause {det,suj} ADD  0.5770 0.1340
pause {suj} ANX —0.5086 0.1980
pause all THY  0.7042 0.0512
interjection  {obj.p} ADD  0.8248 0.0117
interjection  {det} ADD  0.7285 0.04
interjection  {det,suj} = ANX —0.8247 0.0117
interjection  {suj} ANX -0.8450  0.0080
interjection  all THY -0.6730 0.0671

We notice that for {obj.p} and {det} we get similar be-
havior for pauses and interjections, even though these two
paralinguistic phenomena are quite distinct and have been
measured in different ways (pauses have been measured
globally by Praat, while interjections have been included
by the secretary in the transcription, removed afterwards in
order to perform syntax analysis, and re-introduced by their
timestamps in SPPAS).

Also we notice that pauses or interjections crossing the
{obj.p} dependency are a very strong indicator (p > 0.82)
of the ADD group, with a high significance (p = 0.012).
The {det} dependency also has a consistent behavior (rho
around 0.75 with a p-value between 0.025 and 0.04) and,
again, targets the ADD group.

For the other dependencies, values reveal different behav-
iors: while pauses crossing {det,suj} or {suj} give insignif-
icant results (p-value > 0.13), interjections combined with
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{det,suj} and {suj} give very high results, but target nega-
tively the ANX group (p < 0.824 with p-value = 0.012).
These results can be expressed as follows:

Members of the ADD group tend to place pauses or
interjections between preposition and governed noun
or between determinant and noun governing it.

Members of the ANX group tend to place interjections
(but not pauses) between determinant and noun gov-
erning it, or between subject and verb governing it.

The first result may reflect the high prevalence of addictive
behaviors in patients at risk for psychosis (Valmaggia et al.,
2014). As presented previously, the crossing of an interjec-
tion or of a pause between preposition and noun or between
determinant and noun is very likely to reveal disorganiza-
tion which is one of the psychotic symptoms often found
in at-risk patients (Fusar-Poli and others, 2013). Moreover,
the intensity of these psychotic symptoms is correlated with
the importance of addictive behaviors (Korver et al., 2010).
The second result can be explained by a tendency in anx-
ious patients to avoid leaving gaps, particularly in the con-
text of a conversation where the individual is subject to the
judgment of his interlocutor, exactly as would stuttering pa-
tients (Iverach and Rapee, 2014).

5. Conclusion

These results show that it is possible to use natural language
processing to explore psychiatric comorbidities using lin-
guistic markers. The dependencies and their crossing with
pauses and interjection seem to be of particular interest to
study in this field. We intend to continue the exploration of
linguistic markers following different modalities (semantic,
syntactic, prosodic) in order to identify relevant markers for
clinical practice.
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