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Abstract—The continuous increase of the demand for high data
rate satellite services has triggered the development of new high-
end satellite modems, which are capable of supporting a bandwidth
of up to 500 MHz. For commercial application, the downlink from
low earth orbit (LEO) sensors and observation satellites is of a
special interest. Such satellites should be capable of recording
gigabytes of data and transferring it to the ground stations within
a few minutes, since the satellite is only visible for a short time at
such low altitudes. This implies a very fast and reliable information
processing at the terminal. For this, it would be beneficial to
utilize the entire 1500 MHz spectrum of the extended Ka-band.
In this context, the design of the modem architecture is very
challenging. This problem is addressed in this paper for the first
time. We develop a new terminal modem architecture, which is
expected to support a data rate in the range between 25 Msps
and 1400 Msps. Through this, the receiver can easily adapt to
changes of the data rate according to the traffic requirements.
Furthermore, a simulator tool is developed, which is used for a
numerical performance evaluation of the individual components
and of the whole system.

I. INTRODUCTION

The increasing demand for high data rates in commercial
applications of satellite communication, such as the downlink
from low earth orbit (LEO) sensors and observation satellites,
motivates the design of novel terminal modems, which are capa-
ble of efficiently operating in the extended Ka-band and reliably
processing the received data. Here, the main challenges for the
modem design appear in the context of extremely large signal
spectrum, which can be up to 1.5 GHz. The development of the
terminal modem that supports up to 500 MHz for commercial
high data rates has been addressed in various projects, e.g. [1],
[2], [3]. In contrast, we impose even more challenging and future
oriented requirements in this work by assuming a substantially
wider target signal bandwidth, i.e. 1.5 GHz, and much higher
user data rate of up to 1.4 Gsps (with a root-raised cosine filter
and excess bandwidth of at most 5%). In this context, the design
of the modem architecture faces the following challenges:
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• Parallel processing is required in order to support high
baud rates. However, this may lead to large and expensive
FPGAs.

• It may not be possible to utilize the optimum signal
processing and synchronization algorithms due to the com-
putational complexity and corresponding delays. Hence,
a careful selection of the algorithms is required, which
implies frequent trade-offs between the performance and
the complexity.

• The modem should be able to operate at a low signal-to-
noise ratio (SNR), e.g. at -2 dB. The modem operation
in such noisy environments is very challenging for the
considered scenario, since there are additional limitations
of the processing power due to the high baud rates.

• The modem should support high MODCODs based on high
order symbol constellations, e.g. 16APSK, 32APSK and
64APSK.

In order to avoid packet loss, the terminal synchronization
needs to be very accurate and fast [4], [5]. However, due to the
computational complexity, it may not be possible to apply the
conventional high-performance synchronization methods here.
Hence, less complex and correspondingly less accurate methods
are preferable, which implies that a new receiver architecture
needs to be specifically designed in order to take into account
the individual constraints related to these low-complexity
methods.

In this paper, we propose a new modem architecture, which
is expected to support a data rate in the range between 25 Msps
and 1400 Msps. This architecture enables a quick adaptation of
the receiver to changes of the data rate according to the traffic
requirements. In particular, we address the selection and analysis
of the following signal processing components:

• timing synchronization,
• equalization,
• frequency offset compensation and tracking,
• frame synchronization,
• demodulation/decoding.

Furthermore, we develop a simulator tool, which is used for a



numerical performance evaluation of the individual components
and of the whole system.
This paper is organized as follows. In Section II, the system
model is described and the implications for the design of a
wideband modem are explained. The design of the individual
modem components including frequency, timing, and frame
synchronization, equalization and demodulation is discussed
in Section III. The numerical results based on the developed
simulator tool are presented in Section IV. Finally, Section V
concludes the paper.

II. SYSTEM MODEL

The very large bandwidth and baud rate poses many chal-
lenges for the design of the terminal modem. In addition, some
of the less known effects and hardware impairments become
substantial and make it difficult to fulfill the requirements of
the system. In the following, we address these challenges,
impairments and requirements.

A. Challenges and Impairments

The following challenges are especially crucial for the design
of the modem:

1) parallel signal processing due to extremely high baud
rates, which requires large FPGAs;

2) trade-offs between performance, latency and complexity;
3) high frequency selectivity due to varying amplitude and

phase responses over the large signal bandwidth.
In addition, the system performance can degrade due to the
following impairments:

1) Carrier frequency offset and drift,
2) Timing offset,
3) Clock frequency offset and drift,
4) Frequency selectivity of the cables.

For the carrier frequency offset and drift, we assume ± 3 MHz
and ± 5 kHz/s, respectively. Depending on the selected baud
rate, which is between 25 Msps and 1400 Msps in this work,
the maximum offset can be up to 12% and 0.2%, respectively.
These values indicate that in absence of an accurate frequency
synchronization, the frequency error would be too large for a
feasible frame lock.
The constant timing offset is modeled as a random variable,
which is uniformly distributed between −0.5 · T and 0.5 · T ,
where T is the symbol duration, since this offset mostly depends
on the switching time, which is uniform in this range.
The impairments 1)-2) and 4) are well-known problems ad-
dressed by various works in the past. In general, most of these
impairments can be dealt with using the traditional methods
of receiver synchronization or equalization. However, a clock
frequency offset has rarely been considered. In fact, this offset
may not only result from the hardware impairment of the on-
board clock, but from the spectrum spreading as a side effect of
the Doppler shift. This imperfection has rarely been addressed
in the literature due to a typically assumed much lower signal
bandwidth, such that the spectrum spreading is not crucial even
with a very heavy Doppler shift. However, in the considered

scenario, the resulting clock frequency offset leads to a timing
drift, which may lead to a significant performance degradation.
According to our estimations, this clock frequency offset due to
the Doppler shift is at most ± 30 ppm for the target application,
i.e. LEO satellites and maximum baud rate of 1400 Msps. The
respective change of the Doppler shift, which comes along with
the motion of the satellite, lead to a clock frequency drift, which
corresponds to a second order timing drift. This drift is expected
to be below ± 1 ppm/s.
Furthermore, the frequency selectivity of the cables is not
negligible due to the large bandwidth and the corresponding
difference between the lowest and the highest signal frequency
within the frequency band. We employ a cable slope model in
order to take this effect into account. A cable carries the received
downmixed signal to the baseband unit. This process can be
viewed as an additional frequency-selective filtering. Here, we
assume that the cable slope can be up to -10 dB over the whole
frequency band. Note, that the received noise undergoes this
filtering as well.
In addition, a slight performance degradation can occur due
to a possible I-Q imbalance in the hardware of the terminal.
However, this effect can be pre-compensated before the main
operation of the terminal. Correspondingly, we omit this effect
from our consideration.

B. Requirements

As mentioned earlier, we aim at providing the service at a
wide range symbol rates, i.e. between 25 Msps and 1400 Msps.
For a higher flexibility of the system, we need to ensure a
possibility of changing the symbol rate ”on the fly”. Hence,
the system should be able to work with any symbol rate using
the same methods and possibly the same parameters.
For the air interface, we assume the DVB-S2X standard (cf. [6])
with the superframing format IV [7]. This format enables some
advanced functionalities, e.g. beam hopping, which can be useful
in future scenarios and applications. The main properties of this
superframe format, that are important for our application, are the
equidistant position of the pilot fields and an extended header.
The header contains in total 1440 known symbols including an
indicator of the superframe format, which can be assumed to
be known as well. The pilot fields contain 36 known symbols
repeated after every 1440 data symbols. Both header and pilots
are modulated via QPSK modulation.
In this work, we focus on very harsh signal propagation condi-
tions. Correspondingly, the system should in principle operate
in a wide range of signal-to-noise ratios, e.g. Es/N0 between
-10 dB and 30 dB. However, for a more practical applica-
tion, we stick to the DVB-S2X standard [6] and employ the
MODCODs accordingly together with the target Es/N0 values,
which correspond to each of these MODCODs. In particular,
we select the following schemes of phase-shift keying (PSK)
modulation: QPSK, 8PSK and 16 APSK. The target Es/N0 is
selected between -2 dB and 13 dB. These values are assumed
in order to guarantee a sufficient reliability of symbol detection,
i.e. very low frame error rates (FER) below 10−5, in the case
of perfect synchronization.



The residual frequency error after the offset compensation is
expected to be below 5 kHz. This corresponds to 2 · 10−4
and 3.6 · 10−6 of the respective baud rates above. Hence, an
extremely accurate frequency synchronization is required in
order to almost completely mitigate the frequency offset.
For the timing error correction, there is no specific requirements.
However, in order to enable both frequency and frame synchro-
nization, the timing offset and drift compensation should be
sufficiently accurate. Hence, we assume that the residual timing
offset should be below 10% of the symbol interval. In this case,
the impact of the symbol misalignment on the frequency and
frame synchronization is relatively low. Although the 10% of the
symbol interval can potentially lead to a significant performance
degradation in terms of symbol detection due to intersymbol
interference and magnitude decrease, this effect can be mostly
compensated by introducing an equalization block.

III. MODEM DESIGN

A. Architecture

In this work, we consider both non-data-aided (NDA) meth-
ods for the initial (coarse) synchronization and data-aided (DA)
methods for the fine synchronization. For the DA methods, we
rely on a successful frame lock, such that the pilot symbols
transmitted along with the data payload can be utilized for
a more reliable parameter estimation. In order to cope with
the mentioned difficulties and guarantee the fulfillment of the
requirements, we propose the following modem architecture,
see Fig. 1. After the Analog-to-Digital Converter (ADC), the
signal is fed into the adaptive matched filter, which is connected
to the timing error detector, such that the estimated timing
error is used in order to adjust the coefficients of the matched
filter. This method is preferable, since no interpolation of the
consecutive samples is needed in order to account for the timing
error. After the timing error correction, the signal is fed into
the equalizer, which mitigates the distortion imposed by the
frequency-selective cables, etc. During the initialization phase,
the equalizer is in the NDA mode and has to be switched off,
since it is typically very vulnerable to the frequency offset,
which is not yet compensated at this point. Hence, the signal
is guided to the coarse frequency estimator, which provides an
estimate of the frequency offset. This estimate is used in order
to compensate (at least) a part of the frequency offset for the
subsequent symbols.
After a successful frame synchronization, it is possible to use
the structure of the frame in order to enable DA synchronization.
As mentioned earlier, we utilize the superframe format IV.
Correspondingly, the structure of the frame is known to the
receiver and incoming symbols can be de-formated and de-
scrambled. Through this, the data is separated from the pilots
and guided to further processing into the FEC decoder via soft
log-likelihood calculation. After the decoding, the decoded bits
are assembled into a bit stream.

B. Timing synchronization

As described in the previous section, the first block of the
synchronization chain is the time synchronization. Because of

the very high symbol rate and the much lower clock rate
employed in the potential hardware implementation, the matched
filter is implemented in a parallel fashion. The output of the
matched filter is then passed to the Timing Error Detector (TED)
block that will evaluate the timing error. The TED is an NDA
algorithm, which means that the algorithm can be executed
without any knowledge of the transmitted signal. Among the
various NDA TED methods, we select the Gardner algorithm
[8], which is known to perform well even in case of a relatively
large frequency offset. The expression applied by Gardner TED
algorithm is

e(k) = x

((
k − 1

2

)
T + τ

)
[x ((k − 1)T + τ)− x (kT + τ)]

+y

((
k − 1

2

)
T + τ

)
[y ((k − 1)T + τ)− y (kT + τ)] . (1)

In this expression, x (kT + τ) and y (kT + τ) are in-phase and
quadrature components of the input signal to the timing error
detector and τ is the estimated timing error.
Differently from the classical scheme, where the timing error
detection is typically followed by the interpolation of the subse-
quent symbols, we combine the timing error detection and the
matched filter in one signal processing block. The functionality
of this block is as follows. Since the filter taps can be stored
with a very high oversampling factor, it is possible to update the
matched filter according to the estimated timing offset. For this,
the matched filter is sampled with various timing offsets and the
resulting filter taps are stored in the memory. Then, the index
of the best set of filter coefficients is determined using the TED
output. This set is loaded from the memory and used for filtering.
Hence, the interpolation of the subsequent symbols is implicitly
taken care of by adapting the matched filter. Correspondingly,
significant complexity savings are achieved.
In order to account for the processing delay within the timing
detection loop, we introduce a buffer of 16 symbols, such that
the output of the TED algorithm is delayed by 16 symbols before
it reaches the loop filter. Through this, we avoid overestimating
the performance of the TED.
The main drawback of this approach is the limited resolution
of the matched filter, such that the accuracy of the TED is
bounded by the number of possible sets of coefficients. In
particular, the set, which corresponds to the closest timing offset,
is selected, which provides the lower bound for the performance
of the error compensation. The worst case of this effect clearly
happens when the output value of the TED falls exactly in
between two closest sets of the stored filter taps. In this case,
the residual uncompensated time offset scales with the reciprocal
oversampling factor of the stored filter, e.g. the maximum offset
is 1/4 with oversampling factor 2 and 1/8 with oversampling
factor 4, etc. Hence, this imperfection can be mitigated by
a sufficient oversampling, which leads to a trade-off between
the accuracy and the available storage size. According to our
investigations, the degradation of the signal quality in terms of
SNR becomes negligible even with an oversampling factor as
low as 8.
The convergence of the TED algorithm is shown for an example



Fig. 1. Proposed modem architecture

Fig. 2. Example of timing drift tracking using TED.

frame with QPSK modulation in Fig. 2. Here, the initial timing
offset is set to zero and we utilize following parameters: damp-
ing factor is 3, detector gain is 4 and loop bandwidth is 10−3.
We observe, that after some time the algorithm starts to track the
timing drift, which results from the clock frequency offset, as
explained earlier. Nevertheless, there are still some deviations
from the true timing offset, which produces the mentioned
degradation of the signal quality. This degradation is typically
below 1 dB.

C. Frequency synchronization

1) Coarse frequency synchronizers: The traditional method
of coarse frequency synchronization is a Quadricorrelator (QC,
[9]). QC comprises two analogue filters and a subsequent cor-
relation of the outputs of the two filters. The so-called balanced
(or optimized) QC performs much better than the unbalanced
QC (i.e. without optimization of the filters’ coefficients). The
resulting filters of the balanced QC are matched filter and
its derivative. The implementation of two filters imposes a
high hardware complexity, which makes the use of the QC
impractical for the considered wideband scenario. In addition,
QC has been shown to provide a sufficient independency of the

timing error only with oversampled signals.
Another method of coarse frequency synchronization is Delay-
and-Multiply (D&M, [10]). Despite a very low complexity of
this method, it has a drawback of performing well only in case
of oversampling similarly to the QC. Hence, in the considered
architecture the coarse frequency synchronizer needs to be
deployed after the equalizer, since the output of the equalizer
is already in symbol domain. In addition, the performance of
both methods is not sufficient, since a very large size of the
observation window is required in order to satisfy the system
requirements. This leads to a long delay.
Since running the coarse frequency synchronization after the
equalizer would guarantee that the frequency synch algorithm
wouldn’t be subject to the cable slope, we have also investigated
an alternative method of coarse frequency synch using the
Rife&Boorstyn algorithm, which can operate at the symbol level
as well, cf. [11]. This algorithm is based on a peak search
in the frequency domain. For this, a Fast Fourier Transform
(FFT) method with a sufficiently fine frequency spacing is
utilized. This method is substantially more complex than D&M.
However, it does not require oversampling and the sufficient
accuracy can be achieved with substantially lower sizes of
the observation window, such that both processing delay and
complexity can be kept low with this method. Also, it is possible
to achieve very accurate estimation results already at the coarse
synchronization stage, such that a fine frequency synchroniza-
tion may even be skipped in some cases. This method shows a
clear advantage compared to the other methods, such that we
select the R&B method for the coarse frequency synchronization
in our architecture.

2) Fine frequency synchronizers: D&M can be easily ad-
justed to a DA frequency estimator. Such a DA estimator would
be applicable for a fine frequency estimation. However, accord-
ing to our observation, D&M in fine frequency synchronization
mode with a given number of pilots does not reach the perfor-
mance requirements. Instead, the following methods have been
considered first: Mengali&Morelli, Fitz, Luise&Reggiannini and
Lovell&Williamson methods [10]. Among these methods, a
trade-off between complexity and accuracy has been made, such
that Luise&Reggiannini (L&R) method has been selected for a
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Fig. 3. Frequency error variance after coarse and fine frequency synchronization
using R&B method, respectively. A cable slope of -10 dB has been assumed.

deeper analysis. As known from the literature, L&R method can
reach the CRB if the number of inner summations is at least
half of the window size. Unfortunately, this number of inner
summations also impacts the maximum offset range, which can
be compensated by the algorithm. Due to a larger residual offset
after methods like D&M and QC, this parameter corresponding
to the number of summations needs to be selected sufficiently
low, such that the CRB cannot be reached and the performance
is typically relatively bad. On the other hand, when using
R&B for coarse frequency synchronization, the residual offset
is usually very low, which makes L&R applicable. However,
R&B can be used in DA mode as well and provides an even
better performance compared to L&R especially in presence
of frequency-selective channels. A distinct advantage of this
strategy is that no additional complexity for the implementation
of the fine frequency synchronization is required, since R&B is
already assumed for the coarse frequency synchronization.
The normalized residual frequency variance after the R&B
method in coarse and fine synchronization mode is shown in
Fig. 3. Here, we assume a cable slop of -10 dB over the
whole frequency band of 1.4 GHz. For the coarse frequency
synchronization, we consider a window of 213 symbols, whereas
for the fine synchronization, we assume a window size of
1440 symbols, that are associated with the known symbols of
the superframe header1. Obviously, a large residual frequency
variance occurs for very low SNR values, which is due to a
wrong peak selection in the frequency domain. Furthermore, we
observe that the coarse estimation achieves a better performance
at high SNR compared to the pilot-based fine estimation. This is
due to a larger window size utilized by the coarse estimation as
mentioned earlier. Correspondingly, in the higher SNR regime,
the use of a fine frequency synchronization is not beneficial.
In addition, we observe that the frequency variance with coarse
frequency synchronization is approx. 2·10−12. Hence, the resid-

1At the input of the FFT, we apply also zero-padding, such that the total
number of input symbols including zeros is a power of 2. Through this, a better
signal resolution in the frequency domain is obtained.

ual frequency offset is in the range of 10−6, which corresponds
to a few kHz in case of 1.4 GHz.
After the fine synchronization, we employ a phase tracker in
order to compensate the phase offset and possible phase noise.
For the phase tracker, we employ a second-order phase-locked
loop (PLL). This phase tracker can be employed further in
order to fine tune the frequency estimation by calculating the
difference between the estimated phase offsets of the consecutive
samples and deducing the frequency offset, which caused this
relative phase difference. With this strategy, the maximum
residual frequency offset reduces to extremely low values below
10−8 corresponding to less than 14 Hz at 1.4 GHz, such that
the frequency variance is in the order of 10−15 − 10−16.

D. Frame synchronization

The frame synchronization is usually done via correlation of
the available pilot symbols with the received signal. In presence
of a frequency offset, each symbol experiences a phase rotation,
which prevents from applying a straightforward correlation.
However, a small frequency offset may not significantly af-
fect the correlation performance. Hence, a non-coherent post-
detection integration (NCPDI) approach can be employed (cf.
[12], [13]), where a sequence of pilot symbols is split in small
blocks. Each block is correlated with the received signal at
the respective position of the block. Then, the results of all
blocks are combined coherently. Hence, the phase rotation from
block to block is eliminated, which leads to the non-coherent
integration. This method has been thoroughly investigated in
the past. For our design purpose, we utilize the expressions
for the false alarm and missed detection probabilities, i.e. Prfa
and Prmd, respectively, as well as the so-called CHILD’s rule
[14], which indicates the maximum number of pilot symbols per
block:

Prfa = e−
δKL
Pr

L−1∑
m=0

1

m!

(
δKL

Pr

)m

, (2)

Prmd = 1− 1

24f

∫ 4f

−4f

QL

(∣∣∣∣ sinc(K4f)sinc(4f)

∣∣∣∣
√
KL

σ
,

√
δ

σ

)
df, (3)

1 ≤ K ≤ 3

84fT
(CHILD′s rule), (4)

where K and L are the number of pilots per block and the
number of blocks, respectively. Pr stands for the received signal
power including the noise with the variance σ2 and 2σ2 = N0 is
the noise power density. The threshold for the decision making
of the frame acquisition is denoted δ. In addition, QL(·) is
the Marcum-Q function of order L and 4f is the maximum
absolute frequency offset. Using these equations, it is possible
to determine the optimal threshold for the frame lock and the
optimal number of blocks, i.e. total required number of pilots,
such that the target requirements on Prfa and Prmd are satisfied.
Since the design of the frame synchronization can be done
offline, we find the optimal set of parameters, i.e. K, L and
δ, via full search. The results for the total required number
of pilots, i.e. K · L, is depicted in Fig. 4 for various SNR
values and baud rates. We observe, that the required number
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of pilots reduces with increasing baud rate. This is due to a
constant frequency offset of 3 MHz, such that the relative offset
reduces. Correspondingly, the maximum value of K increases
according to the CHILD’s rule and the correlation of each
window becomes more and more accurate. Also, the number
of pilots reduces with increasing SNR, since correlation of each
window becomes more accurate and reliable. For -2 dB, the total
number of pilots is in the range between 96 and 1338 symbols
depending on the baud rate. Fortunately, these values are lower
than the number of symbols in the header of a superframe,
which is 1440, such that NCPDI can be applied exclusively to
the header without taking into account the pilot fields spread
across the superframe. Hence, the frame synchronization is
straightforward and has a relatively low complexity.
After the frame lock has been acquired, most of the NDA meth-
ods can be switched off, i.e. coarse frequency synchronization
and blind equalization. Instead, the DA methods are utilized,
which make use of the pilots and are therefore more reliable. In
particular, fine frequency synchronization and DA equalization
are switched on (if needed).

E. Equalization

The main task of the equalization for the envisioned appli-
cation is to reduce the signal distortion imposed by imperfect
transmit/receive filters and cable slope. In this work, the equal-
ization component is placed after the timing error correction
and before the frequency synchronization. On the one hand,
the equalizer would mitigate the intersymbol interference which
results from the residual timing offset. On the other hand, the
equalization is needed for an accurate operation of the frequency
synchronization, since the peak selection in frequency domain is
sufficiently accurate only in presence of a reasonably equalized
received signal.
We consider the following methods:
• Normalized Least Mean Square Algorithm (NLMS) [15],
• Normalized Block Least Mean Square Algorithm

(NBLMS) [15],

• Normalized Constant Modulus Algorithm (NCMA) [16],
• Normalized Block Constant Modulus Algorithm (NBCMA)

as an extension of NCMA.
All four methods are based on a gradient descend method, i.e.
the filter coefficients fn are updated iteratively in each step n in
the direction of the gradient ∇n, which is calculated from the
observed samples. These samples are stored in the signal vector
xn. The update is done via

fn+1 = fn + µ∇n, (5)

where µ is a step size in the range between 0 and 1.
The first two methods (NLMS and NBLMS) employ pilot
symbols, whereas the last two methods (NCMA and NBCMA)
are blind. Furthermore, the symbol-based algorithms (NCMA
and NLMS) utilize a symbolwise calculation of the stochastic
gradient, whereas the block-based algorithms (NBCMA and
NBLMS) employ an approximate gradient calculation, which
is done over a block of symbols. Through this, a better stability
and performance can be achieved, especially in the low SNR
regime due to additional averaging.
The NCMA algorithm utilizes the following gradient in the nth
step:

∇n = − x∗nyn
‖xn‖2

(1− 1

|yn|
). (6)

For the NLMS, the gradient is given by

∇n = − x∗nyn
‖xn‖2

(yn − pn), (7)

where pn denotes the reference signal obtained from the pi-
lot signal. For the two block-based algorithms NBCMA and
NBLMS, we obtain

∇n = − 1

L

n∑
k=n−L

x∗kyk
‖xn‖2

(1− 1

|yk|
) (8)

and

∇n = − 1

L

n∑
k=n−L

x∗kyk
‖xn‖2

(yk − pk), (9)

respectively. Among these four algorithms, the block-based
blind algorithm can be employed during the coarse synchroniza-
tion phase, i.e. before the frame lock. After the successful frame
synchronization, pilot fields can be utilized in order to further
improve the performance of equalization. Here, the block-based
equalization is preferred again, as explained before, and we
select NBLMS.
Depending on the symbol rate, the assumed cable slope has a
stronger or weaker effect on the length of the impulse response
and correspondingly the equalization performance, which is
shown in Fig. 5. Here, we show only the pilot-based equalization
via NBLMS method after the convergence of the algorithm.
Apparently, the performance degradation in terms of signal
quality can be observed, if no equalization is applied, especially
with a large symbol rate. Using the NBLMS equalizer, it is
possible to compensate the degradation almost completely for
the input SNR (before the cable) of up to 12 dB. With larger
input SNR, the equalizer is capable of dramatically improving
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Fig. 5. Performance of NBLMS equalization with FIR filter of length 5 and
cable slope of -10 dB.

the performance compared to the case with no equalization in
the loop. However, it is not possible to compensate the losses
completely. Fortunately, we focus on relatively low SNR values
in this work, such that this performance of the equalization is
sufficient.

F. Demodulation and decoding

The design of an LDPC decoder for the DVB-S2 and
DVB-S2X standards is challenging especially in case of high
throughput and very low bit error rate. This is a non-trivial
task, especially for an implementation on a reconfigurable
circuit. Even though manufacturers such as Xilinx and Intel
Programmable Solutions provide more and more processing
power with every generation of their chips, which enables higher
and higher processing parallelism, the hardware resources still
remain limited. In particular, the parallel processing may lead
to frequent access conflicts, which pose the main difficulty
in current FEC decoder implementations that rely on massive
exchanges of information between many thousands of parallel
processing units. Access conflicts are known to generate wrong
or deprecated messages between processing units which produce
altered messages thus letting the FEC decoder diverge from
its expected correction capability. In this work, we employ the
methods proposed in [17] in order to resolve the memory update
conflicts while fulfilling the very low bit error rate performance
requirement of the standards.
Another difficulty when targeting high throughput with parallel
architectures is the routing congestion on reconfigurable targets.
All the messages have to be sized so that they require as less
bits as possible without degrading the correction performance,
cf. [18]. Through this, a fine matching between code properties
and FPGA characteristics can be established and performance
degradation due to routing congestion is avoided.

IV. NUMERICAL RESULTS

In this section, the numerical results for the system per-
formance. We assume a cable slope of 0 dB, such that no

-2 -1 0 1 2 3 4

E
s
/N

0
[dB]

30

40

50

60

70

80

90

100

R
e

la
ti
v
e

 n
u

m
b

e
r 

o
f 

s
u

c
c
e

s
s
fu

l 
a

c
q

u
is

it
io

n
s
 [

%
]

25 Msps

100 Msps

300 Msps

Fig. 6. Relative number of successful frame lock acquisitions.

equalizer is required during the acquisition phase. However,
in the proposed architecture, the equalizer can be switched on,
if the performance deviates substantially from that one shown
below.
We start with the frame lock acquisition. For this we assume
that the frame lock has to be acquired within three consecutive
superframes, after which the system remains locked for the next
five consecutive superframes. The relative number of successful
acquisitions is shown in Fig. 6 for the symbol rates of 25
Msps, 100 Msps and 300 Msps, respectively. We can observe a
monotonic increase of the number of acquisitions. With a very
low signal quality and a relatively large initial frequency offset,
e.g. 12% in case of 25 Msps, the timing error detection does not
work efficiently, such that the peak of the NCPDI either falls
below the assumed threshold or even corresponds to a wrong
start of the superframe. In the latter case, we detect the wrong
frame lock during the FEC decoding. We observe that the frame
lock is obtained with 300 Msps in more than 90% of cases even
at Es/N0 = −2 dB. On the other hand, for Es/N0 = −2 dB, no
frame lock can be obtained in 40% of cases with 100 Msps and
in 60% of cases with 25 Msps, i.e. a new acquisition attempt is
required.
Typically, the signal quality improves substantially after the
frame lock, since fine frequency synchronization and phase
tracking can be applied. In order to get insight into the signal
quality after the phase tracker, an estimate of the SNR is
obtained using the Squared Signal-To-Noise Variance (SNV)
estimator described in [19]. In our investigations, we observed
a proportional increase of the SNR estimate with increasing
Es/N0 with small fluctuations. The difference between the SNR
estimate and the Es/N0 typically varies between 0.4 dB and 0.6
dB.
After the acquisition, the system remains locked even in case
of sudden variations of the system parameters. In particular, a
change of the modulation scheme, e.g. from QPSK to 8PSK or
16APSK does not impact the timing or frequency estimation.
Also, we observe that Es/N0 needs to drop below −4 dB after
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the acquisition for a loss of frame lock. In case of carrier
frequency instability, the relative offset needs to change by
at least 12% of the symbol rate. With a symbol rate of 25
Msps, this corresponds to 3 MHz, which is equal to the initially
assumed maximum carrier frequency offset.
The decoding performance of the end-to-end superframe trans-
mission in terms of frame error rate (FER) or bit error rate
(BER) depends on the selected MODCOD. In Fig. 7, we show
the performance of two MODCODs according to [20] during
the tracking phase. The first MODCOD corresponds to QPSK
modulation with code rate 1/4, whereas the second MODCOD
has code rate 1/3. In addition, we show the performance of the
second MODCOD in absence of any impairments, i.e. only the
received noise has impact on the signal quality and error rate.
Apparently, in absence of impairments, we obtain extremely low
BER and FER for Es/N0 ≥ −1.3 dB, which is well aligned with
the suggested region of operation for this MODCOD, cf. [20]. In
presence of both timing and frequency impairments, the required
Es/N0 to reach the same performance is ≈ −0.5 dB, which is
0.8 dB higher than without impairments. With the first MOD-
COD, we obtain a significantly better performance in terms of
BER and FER, such that the error probability becomes negligible
for Es/N0 ≥ −1.7 dB. Without impairments, this MODCOD
has an extremely low BER and FER for Es/N0 ≥ −2.5 dB.

V. CONCLUSION

In this paper, we design a terminal modem for very high
throughput satellites and focus especially on the receiver syn-
chronization and signal processing. Due to very harsh con-
ditions for the information recovery and due to envisioned
low complexity solution, the problem of designing a practical
modem architecture appears to be very challenging. Hence, we
propose a new architecture, which is capable of dealing with
the assumed hardware impairments and satisfying the imposed
system requirements. Our simulations have shown that a quick
and reliable synchronization can be reached using the proposed
architecture. Furthermore, the end-to-end losses in signal quality

are relatively low (≈ 0.8 dB), which indicates a very good
performance of synchronization and information detection.
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